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Figure A1. Comparison of tomographic results from three different inversions using a common set of ∼540 000 seismograms. The top panel illustrates the
model generated using the fits drawn from data set B (Table A1, no upper frequency limit), whereas the middle panel shows the model generated drawing
the same set of seismograms from data set C (cut-off of ∼43 mHz). Three depths at 20 km (left), 36 km (centre) and 585 km (right) are illustrated for each.
Perturbations are saturated at ±360 m s−1 for both 20 and 36 km, and ±107 m s−1 at 585 km depth. Note that at depths 20 and 36 km the perturbations are
with respect to CRUST2 when within the crust and to mantle reference when in the mantle, whereas at 585 km depth the perturbations are with respect to the
mantle reference model (equivalent to variations of ±2 per cent). The bottom model (E, Table A1) is generated using the same initial data set as the top panel
(∼540 000 best fits from data set B) as a starting point, however an additional ∼20 000 paths were manually selected and removed to reduce artefacts in the
transition zone.

middle panels). Amplitudes of the largest anomalies are reduced by
several tens of metres per second, however, the general structure
remains largely unchanged.

At lithospheric mantle depths, both models are equally well con-
strained, and exhibit few differences. The maximum amplitudes
are reduced by at most 35 m s−1 (∼0.7 per cent), and the shape of
anomalies remains the same. A portion of the amplitude reduc-
tion results from slightly higher effective damping for data set D,
as ∼3 per cent fewer equations are incorporated (with the same reg-
ularization coefficients).

The largest differences are at depths ≥250 km, where reduction
in higher modes reduces resolving power notably (e.g. Fig. A1,
585 km). Overall, the model norm is reduced ∼20–30 per cent in
data set D, and therefore features appear smoother, and in many
cases with a lower amplitude.

The primary reason for reducing maximum frequency during
waveform fitting was to enforce more strict validity criteria, reduc-
ing errors due to assumptions of constant Fréchet derivatives across
the sensitivity areas. It is possible that such errors may propagate
into the model and result in artefacts. As is suggested by Lebedev
& van der Hilst (2008) and observed in our tests here, however,
errors due to the assumption of constant phase-velocity derivatives
are small.

An examination of the two models presented in Fig. A1 (top
two panels) reveals that, although some artefacts are reduced, they
are not eliminated. Therefore, they are likely to be due to other
errors.

A3 Treatment of remaining errors

The main sources of remaining errors are event location errors, in-
correct origin times and source parameters, station timing errors
and unmodelled diffraction of surface and body waves. The impact
of errors in event locations and origin times on tomography was
examined by Lebedev et al. (1997) and found to be limited. Using
a much smaller data set in the Philippine Sea region, two individual
inversions were performed: the first used locations and origin times
derived from short-period body wave arrivals (NEIC catalogue),
whereas the other used the Harvard CMT catalogue. Anomalies
in the resulting tomographic models did not differ substantially,
despite large systematic differences in source parameters. The ef-
fect of unmodelled diffraction on AMI tomography was tested in
‘spectral-element’ resolution tests (Lebedev & van der Hilst 2008;
Qin et al. 2008), which showed that the sensitivity-area-average ap-
proximation was adequate for the recovery of anomalies that were
sufficiently well sampled by crossing rays. Although these previous
tests suggest that the effect of errors in the data is overall limited
if the data sampling is dense, isolated artefacts often remain in the
tomographic models. Based on the analysis described earlier, we
have chosen to retain data set B (no frequency limit), and perform
a manual analysis to identify and remove additional seismograms
potentially contaminated by errors.

The final data set, E (Table A1), includes the best ∼540 000
seismograms selected (using outlier analysis) from data set B. This
was further reduced, beginning by removing all seismograms for
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events prior to 1994, as the moment-tensor solutions and source
locations for these older events commonly have larger errors and
are less well constrained. Next, the locations of suspected artefacts
were compared with the locations of stations and events. As the
sensitivity kernels have the largest values near their endpoints, errors
may concentrate in these regions and result in a corresponding
increase in anomaly amplitude. Seismograms recorded at stations
or originating from events in close proximity to apparent artefacts
were identified, examined and discarded if deemed suspicious.

This process of manual analysis identified ∼20 000 additional
seismograms for removal. The results from the inversion of this
data set are plotted in the bottom panel of Fig. A1, for comparison
with the previous two inversions. In this case, the amplitudes in the
crust and shallow mantle obtained in the top panel are maintained,
as are the amplitudes in the transition zone. In addition, the reduc-
tion of transition zone artefacts previously achieved by limiting the
maximum frequency during fitting (middle panel) has been repro-
duced. Therefore, this subset of 521 705 (data set E, Table A1) was
selected for our final tomographic model.

A P P E N D I X B : A NA LY S I S O F
WAV E F O R M F I T T I N G R E S U LT S

In this section, we explore the properties of the waveform fits gener-
ated by AMI as a function of the different constraints applied during
waveform fitting. As discussed previously in Appendix A, the result
of numerous frequency-limit tests and outlier removal was 521 705
of the most mutually consistent vertical-component waveform fits
used to generate the final tomographic model. In the following plots,
we examine differences in the properties of four different full data
sets and the final, ‘model’ data set (E, Table A1). This comparison
offers insight into the statistical nature of the effects of the frequency
limits during fitting, as well as what constitutes an ‘outlier’.

Fig. B1 illustrates the path-length distribution of each full AMI
data set (A–D) and model subset (E, orange). The top panel rep-
resents seismograms, whereas the middle and bottom panels show
histograms for the fundamental- and higher mode time–frequency
windows, respectively. In all three panels, the distributions are bi-
modal. The secondary lobe centred at 10 000 km results from nu-
merous USArray stations sampling seismicity in the western Pacific.
Such a double-lobe distribution has also been observed in regional-
scale modelling, where the local seismicity dominated over several
large-distance events, included to help constrain the structure at the
model domain boundaries (e.g. Legendre et al. 2012).

The different constraints applied during waveform fitting affect
the distributions. Accounting for the radiation pattern reduces the
number of fits relatively evenly across all distance bins (white com-
pared to green, all panels). However, the restriction of the upper
frequency limit during waveform fitting reduces the number of the
shorter paths more than the number of longer paths (green compared
to purple and blue); this effect is particularly clear in the higher
mode panel (bottom), where a significant proportion of paths lie in
the range 1200–3500 km. The a posteriori outlier removal appears
to have a similar effect: shorter path lengths are preferentially re-
moved. This is expected, as the fits at short distances are affected
more by source mislocations and timing errors than those for longer
paths.

Fig. B2 plots the distribution of Gaussian filter centre periods for
each data sets. Both fundamental and higher mode time–frequency
windows sample the broad period range from 10 to ∼320 s. How-
ever, since the histogram represents only filter centre periods, the

Figure B1. Path-length distribution of successfully fit seismograms. The
five different colours represent the different data sets fit using AMI (Ta-
ble A1): data set A (white) with no cut-offs and ignoring the radiation
pattern; data set B (green) accounts for the radiation pattern; data set C (pur-
ple) additionally imposes a 60 mHz high-frequency cut-off; data set D (blue)
imposes a 43 mHz high-frequency cut-off and E (orange) is the subset of
521 705 waveform fits selected from data set B used to compute the final to-
mographic model. Top panel is the histogram of the number of seismograms,
the middle panel is the histogram for the number of fundamental-mode wave
trains (≥2 time–frequency windows for each seismogram) and the bottom
panel shows the number of distinct higher mode wave trains (one count per
time–frequency window with ≥1 higher mode fit). The largest contribution
comes from paths between 2500 and 7500 km. The secondary lobe centred
at ∼10 000 km results from a large number of circum-Pacific paths between
stations of the USArray TA and western Pacific seismicity. Higher modes
(bottom panel) are clearly dominated by shorter path lengths (≤4000 km). Y-
axis is linearly scaled and indicates the number of seismograms or windows,
in thousands (e.g. 55 k ≡ 55 000).
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Figure B2. Histogram of the Gaussian filter centre periods for the funda-
mental (top panel) and higher (bottom panel) modes. As in the previous
figure, colours represent the different data sets in Table A1. For the fun-
damental mode, one count indicates an arrival of this mode within a sin-
gle time–frequency window for a successfully fit seismogram. For higher
modes, more than one mode usually contributes to each wave train or time–
frequency window. See Fig. B3 for the contribution of the individual modes.
Note that in the axis labels, TF-win indicates ‘time–frequency windows’.

full finite width of the Gaussian filters broadens the complete period
range, in particular extending to longer periods. Therefore, the full
range spans 10–455 s (observed in Fig. 17). In Fig. B2, the effect of
the 60 mHz (C, 16 s) and 43 mHz (D, 23 s) upper frequency cut-offs
(purple and blue, respectively) is clear. The 16 s (purple) cut-off
results in a minimum filter centre period of ∼19 s, with no time–
frequency windows at shorter periods. For the 23 s (blue) cut-off, the
minimum filter centre period is ∼29 s. At long periods, the number
of time–frequency windows are similar for all the data sets.

The fundamental-mode waveform fits in data set E (model) sam-
ple the range 35–200 s almost uniformly, with a drop-off (approxi-
mately half an order of magnitude) at periods from 200–350 s. For
higher modes, sampling is strongest in the period range 20–100 s,
and decreases at longer periods (100–350 s). It is important to note
that the counting of higher mode time–frequency windows is in-
cremented only once for each successfully fit window, not for each
higher mode in the window. Since a higher mode wave train is
generated through interference of a number of modes, this distribu-
tion does not reflect the number of individual higher modes at each
period.

The distribution of fundamental- and higher modes, measured by
AMI after waveform fitting, are plotted in Fig. B3, for each data set.
AMI employs conservative criteria for the selection of frequency
ranges in which a given mode has a sufficiently strong contribution

Figure B3. Contributions of the fundamental (mode 0) and higher modes
in each of the five data sets in Table A1, colour coded as in the previous
two figures. The number of the fundamental-mode curves is an order of
magnitude greater than that of the higher modes, in part because the funda-
mental mode was required to be included for a waveform fit to be accepted.
There are fewer higher mode curves because S waves are not included in
all waveform fits. The effect of the cut-off frequency used during waveform
fitting is clearly visible, and results in a decrease of the number of higher
mode phase-velocity curves with increasing minimum period (decreasing
maximum frequency). Note that the Y-axis is logarithmically scaled.

to the waveform fit and can, thus be measured. Therefore, the higher
mode content represents a conservative, lower limit estimate of the
actual higher mode contributions.

The fundamental mode, indicated by mode number 0, has one
phase-velocity curve for every successfully fit seismogram; this
is one of AMI’s criteria for accepting a waveform fit. The dif-
ferent constraints imposed during waveform fitting are clear. The
inclusion of nodal radiation patterns has a minimal effect across
the higher modes (green compared to white). The frequency cut-
offs however, have a stronger influence, with greater reduction for
the narrower frequency bands (D versus C). The 60 mHz (pur-
ple) and 43 mHz (blue) data sets show progressively fewer higher
modes, which, as discussed in Section A2, reduce data redundancy
and therefore resolution and recovered amplitude in the transition
zone.

The first seven higher modes contribute most significantly in
data set E (model), with ∼10 000–80 000 (modes three through
five only) dispersion curves. For modes 8–10, thousands of phase-
velocity curves are measured, and account for ∼5 per cent of the
total overtones. At the highest mode numbers (11–18) less than 500
curves are measured, and contribute only ∼0.05 per cent. We can
compare the number of higher modes we obtain with other studies,
for example, Visser et al. (2008, their table 2). Although they obtain
more first overtone measurements, our new data set contains much
more measurements at higher modes, by a factor of two for modes
4–6. The selection criteria for our new data set are also more strict
(compared to that outlined in Visser et al. 2007), with much closer
data-synthetic fits required.


