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Abstrakt/Abstract

Pace podaa komplexn rozbor pohybu pdy buzereho s  eismickym vinowm
polem, zahrnujc aspekty teoreticle, geologicle a ge otechnicle, jaka i anay-
zu dat a numericle simulace. Clem je kvanti kovat hlavn  parametry,
umaonujc odhad kmitawch pohyh v mestskych obl astech a ppadre
snzowan rasledl budoucch zenetesen. Stud  ie je zamgena na Rm vzh-
ledem k vysole hustoe obyvatelstva a koncentraci historickych pamatek
s vysokou seismickou zranitelnost. Pace zlesujeudaje o podrobre povr-
chowe geologii studovare@asti Rma, vyphuje mezeru ve znalostech geotech-
nickych parametwn a poskytuje dosud chylejc mazna my zenetesen na
uzem mesta. Mimo jire &2 umanuje epe pochopit prostorowe rozl@een
skod, pozorovare v Rire pi dhegch zenmetesench. Hlavnmi inovacemi
jsou: zzen a dlouhodoly provoz seismicle ereje, an ayza seismiclehosumu
a aznamy zemnetesre sekvence L'Aquila 2009. Trojrozmerra erej (zahrnujc
senzor v 70-m hlubolem vrtu) je prvn sweho druhu v lalii , ktem zazna-
menala wznamre zemnetesen v nestsle oblasti. Po rzera instrumengaln
data jsou tale porovrana s hybridn simulac pohyb p  udy vudol Tibery;
jsou poueity nowe paralelizovare programy, zalezere na metode disketnch
vinowchcsel a 3D metode konecrych diferenc.

A comprehensive study of the soil shaking under the seismic ave- eld
excitation is presented. It includes theoretical, geologial, geotechnical, data
analysis and numerical simulations aspects. The aim is to gantify the
main parameters allowing the estimate of the soil shaking inurban areas
for better mitigating seismic risk due to future earthquakes. The city of
Rome has been chosen as a case study because of its high dgnsftpopula-
tion and large concentration of historical monuments with high earthquake
vulnerability. This study improves signi cantly the knowl edge concerning
the detailed near-surface geology of the chosen study area &ome, ful-
lIs the absence both of knowledge concerning its geotechnal properties
and earthquake data recordings in the city. Among others, itallows for a
better explanation of the spatial damage pattern observed m the city due
to earthquakes in the past. The main innovations include theconstruction
and long-term operation a seismic array in the city, analysisof the natural
seismic noise, and instrumental recordings of the 2009 L'Agjla earthquake
sequence. The 3D array (including a borehole sensor at 70-m gth) is
the rst one in Italy planned, realized and operated within an urban area,
and the rst one that recorded a signi cant earthquake in the city. Finally,
the recorded data are compared with hybrid numerical simuldions of the
ground motion in the Tiber valley, using new parallelized cales, based on
the discrete-wave-number and 3D nite-di erence methods.



Introduction

The damage produced during moderate and large earthquakes signi cantly
in uenced, by the interaction between seismic waves propaation and near-
surface geology of the site under study. Thus, the dynamicafeatures of the
soil shaking has been a matter of growing interest in seismobical investi-
gations, mainly at locations with high building vulnerabil ity.

Studies concerning the so-called site e ects analyze abiljt of the site to
amplify the soil shaking in the range of frequencies of engeering interest,
typically 0.2-10 Hz, ability to focus/defocus soil shaking in di erent parts
of the site, etc. Naturally, the main interest is in expected ground motions
of future strong earthquakes and understanding e ects of pat strong earth-
quakes. However, studies of the site e ects can be also based many other
data, e.g.: (i) direct measurements of the site response usj recordings of
strong and weak earthquakes, in particular using speci c arays of stations
(Chapter 2 of the present Thesis), (ii) measurement of the nar-surface ge-
ology parameters and numerical simulation of the aforemeribned seismic
wave/near-surface geology interaction (Chapter 3), (iii) analysis of the so
called seismic noise or ambient vibration (Chapter 1 and 2). The seismic
noise is soil shaking in absence of earthquakes, in other was, it is the
background signal and, as shown in the next paragraphs, hugmformation
concerning the features of the soil shaking is hidden in it. The main goal
of Chapters 1 and 2 is to illustrate how to extract from the sesmic noise
information relevant for site e ect studies.

Whatever will be the adopted approach for studying site e eds, knowl-
edge about both the near-surface geology and geotechnicalguerties of the
di erent lithologies is necessary. Such knowledge can be a@&ved by drilling
boreholes for studying stratigraphy, performing geotechical measurements
such as down-holes and/or laboratory tests on undisturbed saples picked
up at dierent depths and/or penetrometric tests, as well as using geo-
physical prospection, for example active seismic experinmts. The physical
quantity relevant for site e ects is the vertical S-wave velocity (Vs) pro le
of near-surface geology. Integration of the information fron the individual
methods to characterize a site is schematically shown in Fig 1. In this
Thesis, studies about the near-surface geology are perfordenainly for the
Tiber valley in Rome, see Papers?3 and P4.
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Figure 1: Logical scheme of di erent approaches used in paperP3 and P4 for achieving
geological and geotechnical information concerning concerning the ste under study. From
paper P3.

Even though active seismic experiments and geotechnical farmation
obtained from boreholes, complemented by the site and labatory tests,
provide a high quality information about the shallow subsurface structure,
their cost is high and within densely populated urban enviraments, usually
regions of high vulnerability, sometimes not even feasible Moreover, they
provide punctual information that must be generalized to the whole studied
site, or a broader urban area.

On the other hand, since early work in the 1950's by Japaneseessmol-
ogists (e.g. Aki (1957)), the use of passive, non destructi, seismological
investigation of the shallow subsurface structure has beermonsidered as a
low-cost alternative to active seismic investigation methals, especially in
urban environments. Such investigation is based on the angkis of afore-
mentioned ambient vibration. In the present Thesis the seimic noise has
been analyzed from deterministic and stochastic point of vew; the former
describes the dynamical process of interaction between theeismic waves
and the near-surface geology (in terms of the wave propagatiophenomena)
while the latter describes the statistical features of the ame process. Papers
P1 and P2 deal with the stochastic side of ambient vibration, while pgpers
P3 and P4 deal also with its deterministic side in view of generalizirg the
punctual information obtained by geotechnical investigation complemented
by site and laboratory tests. The noise analysis is thus utilzed in this Thesis
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not only to obtain structural information about the near-sur face layers, but
also to proof, indirectly, the validity of the dynamic param eters extrapola-
tion for the whole site of interest: the Tiber valley as case gidy.

In studying site e ects the so called experimental approachcan not be
disregarded, i.e., an approach devoted to collect data of ta local and re-
gional seismicity of the area under study. That is why the redization of an
array of seismic stations has been planned and realized undévo multidis-
ciplinary projects; in the rst one the author of the present thesis has been
the scienti ¢ responsible for the Research Unit 3, whereasn the second one
he has been scienti c responsible for the I.N.G.V. Chapter 3is devoted to
show the analysis of data collected by such array and their revance for the
seismic hazard in the city.

The interaction between elastic energy radiated from eartlyuake source
and geological structures along the path up to the Earth surce can be
modelled in detail using supercomputers. The irregularites of the geometry
of geological layers and the presence of three-dimensionaéterogeneities in
the upper crust requires sophisticated computational tecigues.

Numerical simulations of seismic wave propagation in hetesgeneous me-
dia can be particularly useful when addressed to the asses&mt of the seis-
mic response of the uppermost layers (a hundred meters bentethe surface)
where seismic impedance shows a strong contrast between theck basement
and the softer sedimentary deposits of natural and anthropt origin. In these
cases, the irregular geometry of the interfaces and the impkance contrast
can cause trapping of energy and wave interference, resuftyj in large spa-
tial variations of ground shaking at the Earth surface during earthquakes.
These variations can be as large as a factor of 10 in speci céguency bands,
within sites less than a hundred meters apart.

These e ects attract a special attention in the urban areas where a sys-
tematic tendency to larger damage concentration has been @erienced on
outcrops of recent and unconsolidated terrains. In the lastdecades, an in-
creasing number of seismic recordings has been availabler fmmany urban
areas struck by strong earthquakes. Experimental data haveallowed seis-
mologists to understand the role of near-surface geology orhe strength of
shaking, explaining the mechanisms that cause the observedamage anoma-
lies.

In addition to pure research purposes, this type of studies an have
important implications for the seismic risk mitigation especially in urban
areas where it would be better to know the soil shaking featues before an
earthquake occurs. The more suited tool for such purpose isepresented
by numerical simulations of the soil shaking. The Chapter 4 § devoted to
numerically reproduce some spectral features observed inath analysis of
Chapter 3, for the city of Rome. This has been done using dataecorded by
the installed roman array, concerning the April 6th 2009 Mw 6.1 earthquake
occurred near the town of L'Aquila, 100 Km northeast of Rome.

3






Chapter 1

Seismic noise deterministic
analysis: single station
measurements

In seismology the ambient vibration is studied to achieve iformation on
both the near-surface geology as well as the inner Earth striuare. While the
former concerns site e ect studies mainly oriented for seisiic hazard assess-
ment and engineering seismology purposes (see Bard (199&)dBonnefoy-
Claudet et al. (2006)) the latter is more oriented to get information on
the structure of the Earth's crust and upper mantle (Shapiro and Campillo
(2004)). The two afore-mentioned topics usually investigae the seismic
noise- eld features in two dierent frequency ranges: 1 to 15Hz for site
eectsand 5 10 3to 1 Hz for crust and upper mantle images. As far as the
physical origin of the noise- eld in such two ranges of frequacies concerns,
it is widely accepted that the former range, called also micotremors, is basi-
cally linked with human activities, while the latter, calle d also microseisms,
is due to natural processes such as ocean waves, tides, winetc. (Bard
(1998)).

It must be said that the threshold f,, of the order of 0.5 to 1.0 Hz has
been conventionally chosen as the border between the two tags although
they might have an overlap. Sometimes both engineering seaisology is inter-
ested in frequencies lower than 1 Hz, and sometimes crustatuglies involve
the shallow geological layers as part of the Earth crust.

However, whatever will be the frequency range of interest oa of the
main problems is the interpretation of the results. It is intimately related
to the composition of the seismic noise- eld from di erent kinds of seismic
waves, which in turn is dependent both on the sources of theseibrations,
and on the underground structure. The present section will lsie y summa-
rize the present status of knowledge as far as those aspect®cessary for
the Thesis is concerned, whereas see Bonnefoy-Claudet et §2006) and
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references therein; SESAME deliverable D13.08 for a comphensive review,
http://sesame-fp5.0bs.ujf-grenoble.fr/SES_TechnicalDoc.htm, for a detailed
discussion.

Understanding the physical nature and composition of the anbient seis-
mic noise wave- eld, especially in urban areas, requires amgring two sets
of questions, which are not independent of each other. Beferstarting such
discussion it is worth noticing that beyond the scienti c in terest, answering
these questions is important for better plan and realize tebnical methods for
recording and interpreting the results. In other words, the answers to such
questions a ect applications of the noise methods and the iterpretation of
the results, that is why even though this is not the topic of the preset Thesis
it will be brie y discussed. The two sets of questions are thefollowing:

what is the origin of the ambient vibrations (where and what are the
sources);

what is the nature of the corresponding waves, i.e., body or wface
waves;

what is the ratio of body and surface waves in the seismic no&swave-
eld;

within surface waves, what is the ratio of Rayleigh and Love vaves;

again within surface waves, what is the ratio of fundamentalmode and
higher modes.

There is a relative consensus on the rst two, in fact answerdo the rst
question were given at the beginning of this paragraph wheras about the
nature of the noise- eld, Lachet and Bard (1994); Campillo and Paul (2003);
Shapiro and Campillo (2004); Wathelet et al. (2005), (among thers) have
shown that the ambient vibration eld is composed also by suface waves
(Rayleigh and Love waves) in both frequency ranges (i.e., neirotremors and
microseisms). On the contrary, only few and partial answerswere proposed
for the remainder questions (strongly related to the site stucture), for which
a lot of experimental and theoretical work still lies ahead.

Besides this, only very little information is available on the quantitative
proportions between body and surface waves, and within the iderent kinds
of surface waves that may exist (Rayleigh/Love, fundamentd/higher). The
few available results, reviewed in Bonnefoy-Claudet et al. 2006), report that
low frequency microseismd < f ) predominantly consist of fundamental
mode Rayleigh waves, while there is no real consensus for higr frequen-
cies f > f ). Dierent approaches were followed to reach these results,
including analysis of seismic noise amplitude at depth and aay analysis to
measure the phase velocity.



1 I Natural [ Human |
1 Name [ Microseism [ Microtremor |

Frequency 01- fu, (05-1Hz fon (0.5-1Hz) > 10 Hz
Origin Ocean tra c/Industry/Human Activity
Incident Wave- eld Surface waves Surface + Body waves
N - Related to Ocean Storms Day-Night, Week-week-end
Amplitude Variability Incident wave- eld Comparable amplitude-
slight indication
Rayleigh/Love predominantly Rayleigh that Love waves carry
a little more energy
Fundamental mainly Fundamental Possibly of higher modes
-Higer Modes at high frequencies
Local wave- eld may be Some monochromatic waves
Comments " o X N
di erent from incident wave- eld related to machines and engines

Table 1.1: Remarks summarizing the status of the art concerning the present knowledge
on the nature and composition of the noise- eld (from deliverabl e D23.12 WP12 of the
SESAME project).

The very few investigations on the relative proportion of Rayleigh and
Love waves all agree on more or less comparable amplitudes,tiv a slight
trend towards a slightly higher energy carried by Love waves(around 60%
- 40%). In addition, there are a few reports about the presene of higher
surface wave modes from several very dierent sites (some v shallow,
other much thicker, some other with low velocity zone at deph). In Tab.
1.1 is summarized the present knowledge on the open questiabout both
the physical nature of the noise- eld and its compositions interms of wave-
types.

Because the main topic of the Thesis concerns studies reladeto site
e ects, attention is paid to microtremors. In this respect, the main target
is how to retrieve the Vs vertical velocity pro le from micro tremors analysis
only, fully disregarding information concerning the structure of the Earth's
crust and upper mantle present in the noise eld at low frequencies (micro-
seisms).

1.1 H/V spectral ratio

As shown in the previous paragraphs, di erent approaches ca be adopted to
evaluate local site e ects. Among the empirical low-cost mehods involving
seismic noise, the H/V spectral ratio on ambient vibrations is probably
one of the most common one; the method, also called Nakamuraethnique
(Nakamura (1989)), was rst introduced by Nogoshi and lgarashi (1971)
based on the initial studies of Kanay and Tanaka (1961).

The H/V method is an experimental technique to evaluate somecharac-
teristics of soft-sedimentary soils. It is based on the analgis of the spectral
ratio between the Fourier amplitude spectrum of horizontal (H) components
of the recorded ambient vibration, and the Fourier amplitude spectrum of
the vertical component (V) of the same record.

Following the recommendations suggested in the deliverakl D23 HV
(http://sesame-fp5.0bs.ujf-grenoble.fr/'SES_TechnicalDoc.htm) of the SESA-
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ME project, the rst step in computing H/V spectral ratios is to divide the
time series of each component in windows. The objective is teelect and re-
tain the most stationary parts of the ambient vibration excl uding transients
usually associated with speci ¢ sources such as footstepsd close trac,
just to name two. This is the opposite of what is done in seismmgy where
detecting and tracking unusual transients is the main goal. Outlined here is
a short description of the H/V technique.

For each selected window, the time series of each componemt$moothed
using a Iter. SESAME suggests avoiding constant bandwidth smoothing
because is not suitable for low frequencies, on the contrarythe Konno &
Ohmachi smoothing is recommended as it accounts for the di eent number
of points at low frequencies. We recall here that what low anchigh frequency
means for ambient vibration has been clari ed in the previous paragraph
discussing the nature of the seismic noise eld.

The two smoothed horizontal components can now be merged inicr-
ent ways, SESAME recommends using the geometric mean. Nextep is
to compute the H/V spectral ratio with the merged H components. This
has to be done for each selected time window. The obtained sptal ra-
tios are averaged and standard deviation estimates are comyped. Detailed
discussion can be found in the SESAME deliverable D23 HV (htp://sesame-
fp5.0bs.ujf-grenoble.fr/SE_TechnicalDoc.htm).

The ndings summarized in Tab. 1.1, although partial, clearly demon-
strate that the seismic noise wave- eld is indeed complex, ggecially at high
frequencies. In particular it implies, in interpreting the H/V ratio, that one
has to consider the possible contributions to H/V from both surface and
body waves, including also higher modes of surface waves;ithwill be the
topic of the next two paragraphs.

1.1.1 H/V spectral ratio and body waves

The main question to address here is the relation of the H/V rdio, from the
noise measurements, and site conditions for body waves; adg question con-
cerns the di erences or similarities between H/V ratios derived from earth-
quake recordings and H/V ratios derived from ambient vibration recordings.
When considering, on theoretical ground, a simple case repsented by
(at least) one soft layer over a half-space, and its responsetobliquely inci-
dent plane waves, a striking result is the fact that, whateve is the incident
wave type (P or SV or SH), the horizontal components systematally ex-
hibit resonant peaks at the S-wave resonance frequencies, exv for P wave
incidence, while the vertical component always exhibit reenant peaks at the
P-wave resonance frequencies, even for S wave incidence. $hesult is valid
when the impedance contrast is large both for S and P waves, ahcomes
from the conversion from P and SV waves at the bedrock/layer interface, and
their relatively small incidence angles within the surfacelower velocity layer

8



(see SESAME deliverable D13.08 and references therein, @pt//sesame-
fp5.0bs.ujf-grenoble.fr/'SES TechnicalDoc.htm). On practical ground, the
relation between H/V peak(s) and the S-wave resonance frequey is the
following:

the fundamental frequency is only weakly dependent on detds of the
structure of the near-surface geology; as a consequence thé\Hratio
for a body wave- eld should always exhibit a peak around the funda-
mental S-wave frequency, for high impedance contrast sites.

in the case of horizontally strati ed media, the H/V ratio sh ould also
exhibit peaks at the S-wave harmonics, at least for all peakstat do
not coincide with a lower order harmonic of P-wave resonance.

for horizontally stratied media with high impedance contr ast, the
amplitude of the rst H/V peak is also expected to be somewhat cor-
related with the S wave ampli cation.

The above ndings exhibit a few consistent, robust characteistics that
have to be considered when interpreting experimental H/V peks from
recordings of seismic noise. First of all, the results are ehr and simple
in case of horizontally layered structures with large impednce contrasts ¢
4 { 5), while become more and more fuzzy for decreasing contsas and for
increasing underground interface slopes even for simple 1§eometry. Gath-
ering the available geological and geotechnical informatin represents a big
help in interpreting H/V peaks, in particular estimations o f impedance con-
trasts are important because they are generally associatedith either very
young unconsolidated deposits, or very hard bedrock.

The link between H/V and the surface structure is then given by the
standard 1-layer approximation represented by the rule of tre quarter of the

: s
wave-length, i.e.,fo, = — where f, and Vs are the resonance frequency

and the velocity of the S-wave, respectively, wherea# is the thickness of
the layer.

Besides the use of H/V peak for obtaining info about Vs and/or the
layer thickness, it is important to note its relation with th e rst frequency
at which earthquake ground motion is ampli ed. Indeed, the H/V frequency
peak represents the frequency value at which the soil shakgqis ampli ed
during earthquakes. This aspect is discussed in pape@3 and P4, and it
is con rmed by the data analysis of L'Aquila earthquake as fdt in the city
of Rome in Chapter 4.

The last aspect is the main di erence from the surface wave pd of
the noise case, where it is not generally expected any coragion between
H/V spectral peaks and the actual ampli cation of the soil shaking due to
earthquakes. Whereas the amplitude of H/V peaks has no relabn with the

9



actual ampli cation of the soil shaking at the same frequeng neither for
body waves nor for surface waves.

1.2 Seismic noise deterministic analysis: array mea-
surements

Bides the widely used single-station analysis method known @ H/V ratio
or Nakamura's method previously discussed, the use of smadiperture ar-
rays allows to derive frequency dependent estimates of thehase velocity
of the noise wave eld. The dispersion curve information canbe used to
derive velocity models for a given site in an inversion as wehs in a forward
procedure.

The use of these methods have become wide-spread in recent time
(Horike (1985, 1996); Ishida et al. (1998); Miyakoshi et al(1998); Yamanaka
et al. (1994); Sherbaum et al. (2003)), it happened particuarly in Japan
(Tokimatsu (1997); Chouet et al. (1998); Bettig et al. (2003); Satoh et al.
(2001); Wasten and Dhu (1998)).

Given the assumptions, according to what has been discussed the
previous paragraph, that the site structure is horizontally stratied (1D
approximation) and ambient vibration is predominantly mad e of surface
waves, array measurement analysis allows retrieving the dpersion curves
of surface waves Tokimatsu (1997). Major advantages of thestechniques are
that they can be applied in urban areas and that they are able b investigate
deep soil properties, up to 1/3 of the wave-length corresponiig to the
fundamental resonance mode (see pervious paragraph), acding to the low
frequency content of the seismic noise (Horike (1985); Isda et al. (1998);
Miyakoshi et al. (1998); Yamamoto (2000); Sherbaum et al. (B03)). These
two features are of particular interest in site e ect assesment, as numerous
big cities in seismic areas (Mexico City, Los Angeles, Caraxs, Tokyo, etc.)
are built on thick soil layers (from hundreds meters to more han 1 Km
depth).

Our purpose is to reconstruct from array measurements of amient vi-
bration, the dispersion curve of the Rayleigh waves. This ca be done via
an inverse or forward problem, in the present Thesis the fonard problem
has been solved. In practice, a comparison between the dispson curve
obtained by ambient vibration recordings and the dispersia curve obtained
by a 1D model of strati ed surface soil has been performed, tk strati cation
represents the vertical Vs pro le of the near-surface geolog i.e., our nal
target. Such technique has been applied rst in the site whee geological
and geotechnical investigations were previously performewith the purpose
of better tuning the technique (Fig. 1.1 top).

Later, the same tuned procedure has been applied in other st within
the Tiber valley (Fig. 1.1 middle and bottom rows), in order t 0 geneneralize
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the results concerning the Vs vertical pro le to whole sedinentary body of
the city (see paperP3). The same procedure has been applied to a tributary
lateral valley (Grottaperfetta valley) of the main sedimentary body of the
city (see paperP4). In the following paragraphs will be illustrated those
aspects of the array measurements technique that are relew in respect
of the work done in the present Thesis, without intention of showing an
exhaustive treatment of the whole topic. For detailed discission refer to,
among others Sherbaum et al. (2003); Ohrnberger et al. (20@&); Wathelet
et al. (2005); technical documentation of SESAME project athttp://sesame-
fp5.0bs.ujf-grenoble.fr/SES TechnicalDOC.htm in particular the deliverable
D24-Wp13.

1.2.1 Dispersion curve estimate

In order to allow a reliable determination of the vertical velocity structure

itself Vs by any inversion as well as forward algorithm, a dipersion curve
estimate of acceptable quality within a broad frequency rame is required.
Taking into account that ambient vibration is made mainly by Rayleigh
waves in the vertical plane of motion whereas in the horizonal plane by
both Rayleigh and Love waves, analyzing vertical componert of the array
records of the ambient vibration is enough to estimate the dspersion curve
of the Rayleigh waves. So, we are interested in the verticalamponents only.

To estimate the dispersion curve of Rayleigh waves the rst $ep is to in-
stall a 2D array of seismic stations. Problems related to thearray geometry,
its size and how both such aspects are linked with the frequesy resolution
and the frequency limits of validity of the estimation, will be discussed in
details in the next paragraph. The second step is to estimatehe disper-
sion curve of the Rayleigh waves from the vertical componenbf the seismic
noise records. Such estimation can be done through di erenapproaches.
These latter can be divided into two groups: frequency wave-anmber tech-
niques (F-K, after Kvaerna and Ringdahl (1986)) and spatial autocorrelation
techniques (SPAC, after Aki (1957); Capon (1969)). As far asthe ambient
vibration analysis concerns, the former are based on both aime-delay mea-
sure and few noise sources, whereas the latter is based on hdhe measure
of the spatial coherence of the steady waveforms and non-calated sources
randomly distributed in space and time (Bettig et al. (2003)). It is worth
noticing that both the aforementioned methods are based on l[ane wave
approximation of the seismic noise wave- eld.

In the present Thesis has been adopted a particular F-K methoccalled
CVEFK. Itis a conventional semblance based frequency wave-naber method
after Kvaerna and Ringdahl (1986), evaluated in sliding time window man-
ner and narrow frequency bands around some center frequenciyhe coher-
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ence estimate is given by:

= P ML I
| M N Xn(tm)e! m K
R Ik = (1.1)
Py P 2
M=t net Xn(Im)€lm K Fn

where X, (! m) are the complex Fourier coe cients of the observed signal
(vertical component) at station n, (n = 1;2; ;N)) and at discrete fre-
quency ! m; (m = 1;2;, ;M): The vector rn represents the position in
spa}ce measured from a xed origin, of then th station. The phase shift

| e n K 'n accounts for the delay times related to the horizontal wave-nmber
" k from which the direction ; in the (ky;ky) plane, and the horizontal slow-
nesss can be derived as

= arctan k—y s= — (1.2)
Kx !

The coherence estimate 1.1 is called frequency-wavenumbepwer spec-
trum estimator, in literature more than one of such estimator functions can
be found (for a detailed discussion refer to the SESAME deligrable Del-D24-
Wp13; http://sesame-fp5.0bs.ujf-grenoble.fr/fSES_TechnicalDoc.htm). How-
ever, whatever will be the chosen estimator, its use for estiating dispersion
curve of surface waves does not change. In fact, to obtain thpropagation
characteristics of the most coherent plane wave arrival, a gd search over
the wave-number plane Ky; ky) is performed. A wave-number grid layout,
which is sampled equidistantly in slowness and azimuth, is sed.

The experimental dispersion curve can be used to retrieve Vsolving an
inverse problem. On the contrary, in the present Thesis suctexperimental
dispersion curve has been compared with the dispersion cuevobtained tun-
ing the Vs as it arose from geotechnical eld investigationsmade in the test
site within the Tiber valley (see P3 and P4). Such tuned Vs has been then
used to estimate Vs in the whole Tiber valley through a forwaid problem
applied to the array analysis of the seismic noise records.

1.2.2 Array geometry, resolution and aliasing

An important issue in any array measurement is the question & optimal ge-
ometry (size, shape, number of sensors, etc.) regarding thesolution limits
and spatial aliasing e ects. This topic has been treated boh for large aper-
ture arrays in the context of earthquake/explosion monitoring (Haubrich
(1968); Harjes (1990)) as well as in the eld of small apertue array for am-
bient vibration processing (Woods and Lintz (1973); Asten and Henstridge
(1984); Kind (2002)). The main di erences between these dierent elds of
application can be attributed to the signal components of irterest that are to
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Figure 1.2: Contouring of the coherence estimator function 1.1 in the plane (kx;ky); at
xed frequency !: Red spots are the relative maxima of the power spectrum estimé#or 1.1.

be analyzed. Whereas in the eld of earthquake detection, amrays are usually
optimized for undispersed broadband transient signal arnvals (body wave
detection) from relatively distant sources (plane wave-frat), for ambient
vibration surveys we have to consider a mostly random wave- é&l caused by
nearby super cial sources which has to be analyzed within nerow frequency
bands.

Due to the aim of investigation, i.e., the determination of frequency
dependent phase velocity curves, array methods have to be gtoyed for
a narrowband analysis of the ambient vibration wave- eld. Compared to
broadband processing, the resolution of narrowband array esponses is sig-
ni cantly reduced and aliasing peaks are fully developed (Knd (2002);
SESAME deliverable no. D24 Wpl3 http://sesame-fp5.0bs.ujtgrenoble.-
fr/SES _TechnicalDoc.htm).

Unfortunately, the use of broader frequency bands is prohitiive for the
determination of dispersion characteristics (Wathelet etal. (2008)). Thus,
an enhancement of the resolution/aliasing capabilities fo narrowband anal-
ysis can only be achieved by improving the spatial sampling bthe wave-
eld. In turn, this requires the use of a large number of stations in eld
experiments. Clearly, viewed from the economical perspeste, this option
is prohibitive in most cases considering the initial equipnent cost, the in-
creased logistical e ort and additional man power requiredfor eld exper-
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iments. Given the economical and logistical constraints, here is little one
can do with respect to the resolution/aliasing issue for dipersion curves,
except choosing an appropriate array size and array geomefr suitable for
the analysis of a narrow wavelength range.

Unfortunately, at the present time there is no global agreenent about the
capabilities of an array designed at recording ambient vibations. Asten and
Henstridge (1984) recommended that the array diameter shold be at least
as large as the longest wavelength of interest and that the sttion spacing
for any direction should be less than half the shortest wavedngth of interest
so as to avoid aliasing in the wave-number domain. Asten and Hestridge
(1984) proposed the following relationships between the nmimum and max-
imum sensor spacing Dmin and Dpax) and the minimum and maximum
wave-lengths ( min and max) necessary to achieve reasonable results

(
max = 3 Dmax (1.3)

min = 2 Dmin

First relation comes from active source methods for linear erays and it
allows reasonable results to be obtained for ambient vibrabn arrays as well
Tokimatsu (1997). The second one is derived theoretically rom Nyquist
wave-number. Considering a penetration of the order of half max (Xia
et al. (2000)) for surface waves, the maximum depth for whichVs can be
computed is about 1.5Dnax:. Accordingly, Satoh et al. (2001) proposed
the maximum wave-length to be two to four times the maximum sersor
separation. Ga et (1998) stressed out that the i, limit obtained from
the minimum sensor spacing is not well adapted to an irregulaarray grid,
as a minimum of 2 points per wavelength is not guaranteed ovethe entire
array. More recently, Kind et al. (2005) used the common rule of thumb
to quantify the low frequency limit of the deduced dispersin curve, and
a manual interpretation to identify the aliasing limits. In terms of wave-
number, the dimensions of the array can be expressed as (Sehaum (1996);
Tokimatsu (1997))

8
2
5 Kmin = D
y _ énax (1.4)
T Kmax = Do

the dispersion curve obtained from array processing is coidered to be reli-
able within these two boundaries; this holds for every procssing technique
and de nes a limit over which spatial aliasing is very likely to occur. The
actual numerical values ofkmin and kmax depend not only on the array size
but also on its geometry. An estimate can be done, on theoretial ground,
using the so called array transfer function or theoretical keam pattern. This
is the topic of the next paragraph.
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1.2.3 Array transfer function

On theoretical ground the performance of a given array geormtey is evalu-
ated by the array response pattern, also known as theoretidaarray transfer
function or theoretical beam pattern (R, ); commonly depicted for a verti-
cally incident plane wave. This because after Woods and Lirz (1973), the
resolving power of an array depends not only on the diameter fothe array
but also on the spatial distribution of the sensors and on thecorrelation
between the events to be resolved. They proposed to estimathis resolving
power by using the theoretical array response function Ry, ): This latter
function is given in the (Ky;Ky) plane by (Woods and Lintz (1973); Asten
and Henstridge (1984))

2
1 X _ :
Rin (Kx;Ky) = = e H(Kxxj+Kyyj) (1.5)
j=1

wheren is the number of sensors in the array, andX;;y;) are their coordi-
nates. _ . .

For one single plane waveS;(f) = A(f)d (i Ki+¥iKy 21t + ) crossing
the array at wave-number K}, K)} recorded at sensolj with a phasei ;
the array output is

2
X0 et Koy
Rth (KX;Ky;f) = Sj(f)e i (KxXj yYi)
j=1

= n’A%(f)Rp Ky kiKy Ky (1.6)

where A(F) is the amplitude spectrum. The array output 1.6 is equal to
the theoretical response 1.5 translated by a vector K }; Kx} and multiplied
by the square of the amplitude.

For multiple plane waves travelling across the array, S to S(™); the
array output is

2

X |
Rin (Kx;Kyif) = s (f)e 1toxitk y)
i=11=1

X L)
n Rin (Kx;Ky; ) @.7)
=1

where Rt(r']) is the array output for the single plane wavel de ned by equation

1.6, and SJ-(') the wavel recorded at stationj: In this case, the array output is
always lower than the sum of translated theoretical responss, and it cannot
be simply interpreted as the summation of the individual shifted theoretical
array responses (Wathelet et al. (2008)). From equation 1.5the theoretical
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Figure 1.3: left panel: array geometry; middle panel: contouring of the theoretical beam
pattern (Ry ) corresponding to the array geometry plotted in the left panel; black circles
in the (Kx;Ky) plane show the alias-lobe positions,K mn and Kmax represent their radii.
Right panel: vertical section of the (K ;Ky) plane in the azimuth represented by the black
bold line in the middle panel; black bold curve represents wherg Ry, ) magnitude reaches
the value of 0.5 (K max ) along such azimuth. Redrawn from paper P3.

responseRy, always exhibits a central peak (Fig. 1.3) which value is one
(Kx and Ky = 0) and secondary aliasing peaks which amplitude are less
or equal to one. Equation 1.6 shows that the position of the hjhest peak
of the real array output is directly linked to the apparent velocity and the
azimuth of the propagating wave. For a simple wave- eld (equdion 1.6),
aliasing occurs for all wave-numbers greater than half the wee-number of
lateral peaks of Ry, which reach a value of 1 (Fig. 1.3 middle panel). For a
complex wave- eld (equation 1.7), aliasing is likely to occu at wave-numbers
lower than this value, due to the summation of secondary pea& of Ry, :

Concerning the resolving power, the thinner is the central pak of Ry ;
the more capable is the array to distinguish two waves travding at close
wave-numbers (Asten and Henstridge (1984)). Resolution andliasing lim-
its are then directly derived from the Ry map. Following Woods and Lintz
(1973), the resolution limit (K min =2) is taken as the radius of the central
peak of Ry, measured at the mid-height (0.5). We dene the aliasing limit
(Kmax) as the lowestK value (greater than K i, =2) obtained at the in-
tersection of Ry, with the horizontal line at 0.5, considering all directions
(Fig. 1.3 right panel). These two limits are illustrated in t he middle panel
of Fig. 1.3 by black circles while the bold black curve in the ight panel
corresponds to the azimuth with the most restrictive limit. For simple and
regular array geometries,K nin =2 and K nax can be linked to the maximum
and minimum distances between sensors through relations 3. For irregular
and more usual arrays, these limits are dependent on the spatl distribu-
tion of sensors and can be more rigorously de ned from the theretical array
response.
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1.3 Conclusive remarks

To summarize the main points for getting quality array measuements and
processing when ambient vibration is used, let rst note tha whatever will

be the processing method adopted (F-K or SPAC) it assumes thathe in-
vestigated site is made of horizontal layers with velocity \alues varying with
depth. Before any deployment of a seismic array, the one-dinresional struc-
ture of the site has to be assessed from existing geologicaht and/or from

the spatial stability of the H/V curves.

No simple relation between the array geometry, the penetraibn depth
and the usable frequency range of the dispersion curve is alable in liter-
ature. To address this problem, one has to compute the theoteal array
response which yields two wave number limits Knin linked to array res-
olution, Kmax linked to array aliasing) de ning a validity range for the
estimated dispersion curve. Tests on synthetic signals hasshown that the
dispersion curve estimations from both F-K and SPAC methods ae reliable
within this wave number range (Bonnefoy-Claudet et al. (2004; Cornou
et al. (2004); Ohrnberger et al. (2004a,b); Wathelet et al. 008)). Interpre-
tation of results outside these limits is in general not reconmended.

The array performance is controlled by several factors, onef them is the
slowness resolution. It is linked with the inverse of the mam lobe width of
the beam pattern Ry, function. So that the smaller is the width of the main
lobe and the higher will be the slowness resolution. On the dter hand we
have seen in the previous paragraph that such width i jn linked with the
array aperture, Dmax ; through relation 1.4. So, we can conclude that the
more the array aperture is bigger the higher will be the slowrss resolution.

Another factor is the main lobe/side lobe distance of theRy, function,
we have seen in the previous paragraph that it is representetly K ax : This
latter is inversely proportional to the shorter station distance Dmin through
relation 1.4. So we can conclude that the shorter iD mji, ; the bigger isK max
that is, the longer will be the main lobe/side lobe distance. This means that
farer, in terms of wave-number, the aliasing e ects will take place. In other
words, larger will be the frequency band available for beingnvestigated by
the array.

Fig. 1.4 summarizes these results showing the role played the array
geometry, with xed number of stations, in determining the K min and K max
values. Starting from the top-line, is well visible how K ,ax decreases as the
array aperture increases. At the same time, the slowness rehition increases
as the array aperture increases.
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chosen wave-number limits. Black curves in the third column correspond to the orienta-
tion of the diameters drawn in the second column. From Wathelet et al. (2008).
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Chapter 2

Seismic noise analysis:
stochastic approach

Starting in the 1980s, a growing number of researchers undstood the im-
portance of studies concerning the non-linearities in Geopysics. So that
they focused their e orts on such topic giving rice to the so alled non lin-
ear Geophysics (NG). Many di erent phenomena show the same éhaviors
if they are seen from the non-linearities point of view. This &perimental
observation leaded the researchers to think of the existere of some fun-
damental lows, called self-organization laws, able to go beyond the linear
description of the dynamics driving the systems behaviorsthat at the best
can describe small perturbations only, through the real natre of the ob-
served dynamics.

NG can provide a rational basis and a theoretical uni ed frame for nat-
ural systems including hazards. The main NG improvement in espect of a
pure deterministic description indeed, has been to import fom theoretical
Physics into Geophysics the use of the general concept of §&lrganized crit-
icality (SOC). SOC relates the statistical features that are scale invariant,
having in such a way a fractal nature, to the non-linear dynamics that has
generated such statistical features in the systems behawio

The simplest example is the forest re trend, which gives a rdoust power
law relation between the size (area) of forest res and theirfrequency of
occurrence. Despite its simplicity, this model simulates he frequency-area
statistics of actual res in nature much better than classical alternatives
(Malamud et al. (1998)).

Similarly, SOC models indicate that the Gutenberg-Richter frequency-
magnitude statistics for earthquakes are a combined e ect bthe geometrical
(fractal) structure of the fault network and the nonlinear d ynamics of seis-
micity. The application of NG methods is thus indispensablefor extreme
phenomena and new hazard assessment techniques (Rundle ¢t €003)).

According to this relatively recent geophysical mood, an atempt to in-
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vestigate the physical information on the soil shaking featires hidden in
the seismic noise from NG point of view, has been included inhe present
Thesis. Such contribution can be divided into two papers,P1 and P2,
corresponding to the two adopted points of view: one based omumerical
simulations aimed at reproducing physical behavior of someatatistical quan-
tity such as the decay of coherence versus distance of the wayropagation,
and the other one based on data analysis of the actual ambientibration

records with the aim to investigate the scale invariant statistical properties
characterizing seismic noise, if any.

Within the previous discussed site e ects framework, the NGapproach
has been adopted with the target rst to quantify the degree of heterogeneity
of the analyzed soils, and later to relate such degree of hetegeneity with
the soil conditions. This has been done rst through the coheence anal-
ysis of synthetics signals (numerically simulated) of the Erth crust wave
propagation up to the site under study (paper P1), and later going deeper
through the statistical properties of the ambient vibratio n records by the
fractal analysis (paper P2). Such NG aspects will be the topic of the next
paragraphs.

2.1 Seismic noise stochastic analysis: coherence
numerical simulation

The higher is the degree of the soil heterogeneity, the morehie wave- eld is
scattered and the higher will be the loss of coherence as fution of distance
travelled by seismic waves. Thus, the loss of coherence is @gd candidate
to be investigated for quantifying the degree of soil hetergeneity.

From eld observations arise two coherence features: seisimwave prop-
agation becomes incoherent at a distance of one wave-lengtim irock-sites
(M.N. Toksez et al. (1991)) and the coherency level of the sismic wave
propagation in large sedimentary basins is higher than in rak-sites (Schnei-
der et al. (1992)). The former behavior is ascribed to the sciering that
takes place along the propagation path within the Earth's crust (Menke
et al. (1990); M.N. Toksez et al. (1991)); the latter is attr ibuted to the
resonance properties of basins that make seismic wave progation more
coherent (Schneider et al. (1992); Hough and Field (1996)).

Both features arise from a wealth of ne structures in the Earth's crust,
as well as in the near-surface geological structures that carot be repre-
sented in a detailed enough manner for its behavior to be desibed in a
deterministic way, that is why we decided to approach the prdlem from
NG side. More in detail, we want to numerically reproduce sut coherence
behavior concerning both the crustal and basins propagatio.

For that purpose we assume that the scattering e ects on smadtscale
crustal heterogeneities can be represented as a perturbatn, (t); to the
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crustal deterministic wave propagation, x(t); so that the seismic wave prop-
agation through the Earth crust, y(t); can be represented as

y(t) = x(t)+ (1): (2.1)

In order to numerically quantify the degree of crustal y(t) signal correlation,
we think of (t) asasetf ;(t)gi =1;2; ;N; of random time series ideally
located along a source line in the numerical 2D computationedomain. The
i (t) random time series are assumed to be stationary and with zermean so
that the expected value of the corresponding crustal seisngisignalsy; (t) will
be equal to the deterministic componentsx; (t); i.e., E (yi(t)) = xi(t): The
cross-correlation function for the stationary stochastic ocess is de ned as

Ri ()= Efty(t) xiMllye(t+ ) xe(t+ )lg= Ef 1(t) k(t+ )g (2.2)

In the frequency domain relation 2.2, for nite duration sig nals, becomes
(Priestley (1981))

(A A
Ci(h) k()

L (2.3)

Hix(!)= lim E

where stands for complex conjugate and the’}((! ) are the Fourier trans-
forms of the random signals ,(t) over a time window T. In the end, the
cross-spectrumH (! ) is the Fourier transform of Rk ( ) so that when

| = k the cross-spectrum provides the power spectral densities dhe ran-
dom signals ((t): The degree of correlation between the stochastic time
series (t) has been evaluated using the absolute value of the cohereac
de ned as (Priestley (1981))

Wi (1)j = 9 R

Hig (" )Hi (V)

As previously mentioned, the seismic radiation propagatirg in rock-site
environments becomes incoherent over distances greater dh one wave-
length and the loss of spatial coherence with distance and é&guency, can
be represented by an exponential function (Menke et al. (199); Hough and
Field (1996); Riepl et al. (1997)). This leads us to choose th following
functional form for the coherency decay

. . dik 2¢C

: = W ()i = K h - _<~

wik ()= Wik (! )j =exp ) where () I In(03)

wherec; and d;x are the wave velocity, the wave-length and the constant
spatial distant between the stochastic time series |(t); respectively. That

choice of ( )in 2.4 represents a 70 % coherency decay after one wave-lehgt

(2.4)
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From the above assumptions and equations, the absolute vaki of the
cross-spectrumH (! ) can be represented, for a xed frequency (or wave-
length), by the following symmetric matrix

0 1 ;0 N2 N 11
1 cip N3 N2
N2 N3 ... 1
N1l N2 ... 1

where =exp( do= ( ))and dyp is the constant spacing between two con-
secutive stochastic time series |(t): The matrix 2.5 and the relation 2.3
suggest estimating theN elements of the symmetric matrix 2.5 as

N ek 1
iy e

i=1
= 2.6
T N n (2:6)

=

hje (1) =

with | and k indicating the rows and the columns of the matrix 2.5, re-
spectively. The estimate 2.6 is based on the assumption thathe spatial

variation of the cross-spectrum for the stochastic signals @n be represented
by a function of the relative distancesd,x between the points on the source
line in the 2D computational domain.

To summarize, we have to generate a set dff random time seriesf (t)g
in such a way that their coherence behavior with distance carbe estimated
through 2.6. This latter has to t with the theoretical behav ior expressed
in 2.4. Thus, the point is how to humerically generate suchN random time
series (t): In the paper P1 is shown how the setf (t)gis generated using
a Monte Carlo method based on a random walk in arad hoc N-dimensional
phase space.

Getting the set f (t)g; through relation 2.1 the synthetic Earth crust
propagation is available as input for numerically simulating the 2D site re-
sponse. In paperP1l is designed a numerical experiment to investigate how
the coherence of the bedrock motion relates to the coherena® the surface
ground motion in a sedimentary valley. In other words, the ware crustal
propagation 2.1 has been used in seismology with the aim to iprove the
tuning of the stochastic component of the wave- eld to agree \ith the as-
sumed coherence low 2.4.

Has to be noted that the Monte Carlo method adopted in paperP1
does not depend neither on the coherency decay law nor on thedcoherence
threshold over one wavelength, both given in expression 2;4the method
works with other decay laws as well.
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2.2 Seismic noise stochastic analysis: a fractal ap-
proach

In respect of NG point of view, the paperP1 represents the minimum ex-
pansion toward the stochastic side of a deterministic apprach. In fact, the
non-deterministic part of the wave propagation process, repesented by the
scattering, is seen as a perturbation (stochastic noise) tthe pure determin-
istic crustal propagation.

Now we go deeper inside the stochastic nature of the ambientibration;
the aim is to study physical information hidden in the seismic noise and
how such information can be related to the soil conditions. Mre in details,
we are interested in 3D soil displacement vector to study theglobal soil
motion under the e ect of noise eld. In Fig. 2.1 the dierent nature of
the short time-scale 3D motion is shown for both rm and unconslidated
soils. The di erent roughness suggests di erent di usive nature of the soil
motion; we want to quantify such di erences in roughness, tounderstand
their physical and dynamical origins and how such di erences are linked with
soil conditions (near-surface heterogeneity). Such resudt are obtained in
the paper P2, here we illustrate those aspects needed to better understal
the theoretical framework from which the results of paper P2 have been
originated. In looking at Fig. 2.1 some questions arise

Figure 2.1: 3D soil displacement due to noise- eld recorded on unconsolidated and rm
soils, respectively.From paper P2.
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di erences in roughness are actually due to a di usive proces?
in case, how long is the memory of such di usive process?
how to recognize statistical features in the time-history?

are such statistical features invariant through di erent t ime-scales,
i. e., what are their scaling properties (if any)?

To answer these questions let's start rst from what we already know about
both the Brownian motion and the white noise, and later let us investigate
what relations link them, if any.

2.2.1 Brownian motion and white noise

The Brownian motion (Bm) can be thought as a time-dependent random
variable x(t) representing the position of the particle at time t that has the
veIoci% . Its expected value iskE (x(t)) = 0 and its standard deviation is

) (1): In the end we have thatx(t) follows a gaussian distribution with
null expected value and a standard deviation that increasesvith time as the
square root oft: As a consequence the scaling between time and space is not
the same: if we rescal%the time by a factor; we have to rescale the spatial
coordinate by a factor in order to preserve the statistical properties of
the process.

Such anisotropic scaling is illustrated in Fig. 2.2. In the top panel ve
di erent realizations of the same Bm are shown. The bottom Idt panel
illustrates that Bm is not self-similar under isotropic spatial and temporal
scaling. Indeed, the traces are not similar to the original mes. On the
contrary, the bottom right panel shows an anisotropic rescding according
to the previously mentioned scaling properties of the Bm.

The traces in the anisotropically magni ed section look similar to those
in the top panel. This suggestsself-a ne scalar invariance, indicating this
latter by de nition (Sornette (2000)) objects which are statistically similar
under anisotropic scaling.

A deep and strong link exists between Bm and di usive processs (Sor-
nette (2000)). The relationship (t) t; also calledroot-t law is ubiqui-
tous in di usive transport phenomena such as heat transportor spreading
of pollutants in the ground, phenomena these latter generdy described by
classical di usion equation.

Considering the velocities, f (t); involved in Bm as statistical process
in place of displacements, at dierent times they are just independent,
Gaussian-distributed random variables. Thus the velocities represent a sta-
tistical process calledwhite noise (Wn); using such description we needx(t)
any more. The statistical properties of f (t) can be summarized in the form
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Figure 2.2: ve realizations of the same Brownian motion (top) and magni ed sec tions
(bottom). Bottom left: isotropic magni cation (dashed secti on in the top panel); bottom
right: anisotropic magni cation (solid section in the top panel ). Hergarten (2002).

E(f(t)=0 and E f()f(t9 = D else

with (Sornette (2000))
lim € f(0f Y =ct t9

where (t 19 is the distribution function called Dirac's delta function.
Using this formalism we can say that Wn is a statistical process where a
Gaussian-distributed random variable f (t) with

E(f@)=0and E f(t)f(t =c( 19 (2.7)

is assigned at each time:

In order to investigate the relations between Wn and Bm, we amlyze
the random variable f (t) in the frequency domain with the help of Fourier
transform Z.,,

()= . f(t)e 2t dt (2.8)

In other words, () can be seen as a linear combination of the values
f (t): As a consequence, both the real and imaginary parts of the Faier
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transform () are Gaussian-distributed random variables, too. From 2.8
and the de nition of Wn 2.7 we obtain
Z .1 _
E ()= Ef (t)e 2't dt
1

Can be shown (Sornette (2000)) that also the second momenturof the dis-
tribution, E (f ()f (t9) ; can be expressed in terms of Dirac's delta function

E () (9 =c(C 9

Thus, Wn can be uniquely characterized by the properties of ts Fourier
amplitudes ( ) instead of the original representationf (t):

Because in the Bm the random variables are represented by thparticle's
displacements we can say that Bm arises from integrating Wn

c

_ _ C

so that we can think of Bm as a statistical process where ( ) are Gaussian-
distributed random variables with

()=0and E () (9 ¢ 9

2.2.2 Fractional Brownian motion and its scaling propertie S

What we obtained for Wn and Bm can be expressed as follows

E () (9 =PO)C 9

where P ( ) is constant for Wn and decreases like 2 for Bm. The function
P( ) is denoted aspower spectrumof the process.

A generalization to a power-law function P ( ) with arbitrary exponents,
leads directly to the Fractional Brownian motion (fBm); it is a statistical
process where both the real and imaginary parts of the Fourieamplitudes

() are Gaussian-distributed random variables with

(E(()):OandE () (Y =P()Y(C 9
P() j | '

Let us note that Wn is a fBm with  =0; while Bm is a fBm with =2:
De ning a fractional derivative as

Z
@  _ "1 - 2it
ot = | (@i )etd

for arbitrary real number  and applying it for negative values ; we get
fractional integration . In this sense, fBm with a spectral exponent arises
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from applying the fractional integration with j j = % to Wn. In Fig. 2.3

examples of fBm for di erent spectral exponents between 0 and 3 are
given.

Let's recall that our target is to quantify the di erences in roughness
shown by the seismic noise records (see Fig. 2.1). Fig. 2.3 @hkis that
the spectral exponent is linked with both such di erences and the scaling
properties of the procesd (t) that represents our seismic noise records. As
a consequence, we have to study the scaling properties of thilm. For

Figure 2.3: Examples of fBm with di erent spectral exponents  between0 and 3: The
signal f (t) is plotted versust in arbitrary units. The quantity H represents the Hausdor
exponent. From Hergarten (2002)

such purpose the starting point is to de ne e new process calld self-a ne
fractal; we say that a random processg (t) is a self-a ne fractal if all random
processed . (t) which arise from the transform

f.o @)= Hf vt

are characterized by the same statistical properties. The prameters and
represent the spatial and temporal scaling factors, respdively. The ex-
ponent H is called Hausdor exponent.
A fBm is a self-a ne fractal because can be shown (Sornette (200))
that its rescaled Fourier amplitudes . ( ) are Gaussian-distributed random
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variables with

E(, ()= ""e? E(( )=0=E(())

and
E . () (9% =2 E ()(9:

We can conclude that the statistical properties of fBm persst under aniso-
tropic scaling exactly if 2H +1 = : As a consequence, fBm is a self-a ne
fractal with Hausdor exponent

— 1 .
H=3( 1 (2.9)

Can be shown (Sornette (2000)) that the admissible numerichvalues for
the Hausdor exponent in order to preserve the scaling propeties of a fBm
must be in the range

0 H 1land1l 3 (2.10)

for the Hausdor and spectral exponent, respectively. TheH exponent is
for a description of the process in time-domain while the exponent is for a
description in frequency domain, the link between them is epressed in 2.9
so that we can switch from one description to the other one, though 2.10,
according to our needs.

2.2.3 Recognizing fBm

Temporal correlation can be quanti ed by the so called variogram (t; )
(Matheron (1963))

(t)=E@f@E+ ) f@)? (2.11)

which describes the spreading of the probability density through time. The
variogram is the generalization of the time-dependent varimce (t)? =
E f(t)2 towards functions which do not satisfy the condition f (0) = O
assumed when we have introduced the Brownian motion. It can b shown
(Sornet, 2002) that for 1< < 3 the variogram ( ) can be expressed as

() L (2.12)

where we have omitted the argumentt because (t; ) depends on the time
lag only.

We note that the de nition of the variogram 2.11 involves expected values
in the statistical sense; so, the variogram can not be compwd directly from
a given time series that is why we refer to 2.12 agheoretical variogram.
Instead, the expected values must be estimated from the valesf (t): The
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best estimate is obtained from averaging over the availableange in time. If
the time series is observed within an interval ['1; T2]; this leads to

() — 2T e ) rma
+ :
T, T, T
If the available data are restricted to discrete timestj;ts; ;t,; the integral

must be approximated by a discrete sum. For a constant samplig rate
t = tk+1 tx we can approximate the integral for constant time lags = k't

as
1 Xk )
(kt) ——  (Fltive F(H)": (2.13)
no ki,

So, after the variogram has been estimated by 2.13, the resuiust be com-
pared with the theoretical result 2.12. If ( ) with0 < < 2; equation
yields =1+ : The scaling exponent has no physical meaning, Husdor
exponentH is linked with the scaling properties of the fBm. Recalling that
2H +1 = ; the link from what is estimated from data, i.e., the scaling
exponent ; andH is =2H:

2.2.4 Predictability

How the statistical properties of time series and their scad invariance are
linked with the dynamical behavior of the scaling properties, is the topic
called predictability of the process We do this with respect to fBm.

Let us assume that the recent valuef (t) and perhaps an older value
f(t ) are known, and we are aim at predictingf (t + ): We construct
the prediction linearly from the recent value f (t) and the trend between
previous and recent valuef (t) f(t )

fp(t+ )= O+ (F@O @ )

wheref,(t+ ) is the predicted value and e are constants. Obviously, the
quality of the prediction must be assessed statistically; he mean quadratic
error  2( ) de ned by

2()= E(fpt+ ) f(t+ )?

provides a straightforward measure. It can be shown that thebest prediction
for fp(t+ )is

(fp(t+ )=fM+ 2 2 1[f@® f¢t ).

2.14
1< < 3 (2.14)

This means that the actual value f (t) is still a good basis for predicting
f(t+ ): However, the trend from the past must be regarded in a di eren
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way. If > 2; the best prediction fp(t + ) is still larger than f (t) if the
signal increased in the past. This means that the trend of thesignal tends to
persist. In other words, the signal is likely to increase in he future if it has
increased so far, and vice versa. This property is callegersistence.If < 2
the behavior is opposite. If the signal has increased, it isikely to decrease
in the future, and viceversa. This property is called anti-persistence |If

= 2 from 2.14 emerges that the past plays no role in predictingf (t); the
increments are independent. In other words, the process isfB and it is just
at the edge between persistence and anti-persistence.

2.3 Conclusive remarks

We have already noticed that the measured parameter from da is the

scaling exponent ; but it has no physical meaning. Who has such meaning
is the Hausdor exponent H if we work in time domain, or the spectral

exponent if we work in frequency domain. So in terms of scaling expondn

taking into account that = land2H +1= sothat =2H; we can

summarize the results concerning the predictability obtaned in the previous

paragraph as

8
2 Brownian motion =1 di usive process

persistence > 1 superdi usive process
anti-persistence < 1 subdi usive process

Our target was to characterize the roughness of the displacaent of
the noise records (Fig. 2.1). On theoretical basis previodg discussed, in
the paper P2 the average squared soil displacement r ?( ) > has been
evaluated using the variogram method as function of the timescales : The
results have been

seismic noise is neither White noise nor Brownian stochasti process;

it is a self-similar (or fractal) stochastic process that canbe described
in terms of persistent fBm (H > 0:5);

a dependence of statistical features of the soil motion on thegeological
nature of the site has been shown to exists.

It is worth noticing that on the contrary of the deterministi ¢ approach, such
results have been reached without need of ang priori hypothesis neither
on the noise eld nor on its spectrum.
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Chapter 3

Soil shaking features:
experimental approach

The evaluation of the characteristics of the strongest expeted ground shak-
ing for speci c areas of the site under study is a basic tool fo high-priority
actions aimed at mitigating the seismic risk. This is particularly true in
urban areas being these latter more safety demanding. Suchatget can be
achieved through studies concerning the site e ects, as we dve seen be-
fore. In studying site e ects the so called experimental approachcan not
be disregarded. This latter consists in directly measuringthe response of
the site under study through records of both regional as wells local earth-
quakes. The analysis of such records allows to investigatehe soil shaking
features with the aim of understanding the observed damage qitern, often
unexpected, at the surface.

As already mentioned, we have chosen as case study the city &ome
also because its large concentration of monuments and ancie buildings,
many of which have assumed political and strategical relevace. Because
of their extreme vulnerability, the evaluation of the characteristics of the
strongest expected ground shaking for specic areas of theity is a basic
tool for any high-priority action aimed at mitigating potent ial damages that
could arise from earthquakes.

The city of Rome during its long history su ered damage up to inten-
sity VII-VIII of the Mercalli-Cancani-Sieberg scale due to the largest earth-
qguakes in the Apennines (see Molin and Guidoboni (1989)). Irthe city, the
occurrence of the strongest damage episodes seems to be nestd to the
Holocene alluvial areas (Ambrosini et al. (1986); Salvi et & (1991)), with
a signi cant concentration close to the edges of the main seichentary body
of the city: the Tiber river valley (Fig. 3.1).

Unfortunately, no strong-motion recordings were availableuntil 2008 for
the city of Rome which makes it impossible any estimate basean actual
measurements of ground motion induced by earthquakes. Thais why it
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Figure 3.1: Left panel: city of Rome, present urbanized area within the ring- road (GRA).
The dark gray area represents the urban settings after the 1915Fucino earthquake., from
Cifelli et al. (2000). Right panel: sketch of the simpli ed near -surface geology showing the
damage pattern experienced during the 1915 Fucino earthquake. Te red and green circles
are for comparing the damages (right panel) with the urbanized areas (left panel). From
Ambrosini et al. (1986) and Cifelli et al. (2000).

has been decided to realize a 5-station 3D seismic array of senic stations
(Fig. 3.2). This has been realized within two multidisciplinary research
projects: FIRB 2002-2005 (code: RBAUO01JMT3), and COFIN 20042005
(code: 2004041297-002). In the rst one the author of the preant thesis
has been the scienti c responsible for the Research Unit 3, tereas in the
second one he has been scienti ¢ responsible for the I.N.G.V

More in details, the projects involved the installation of a permanent
seismic array and a detailed classi cation of the physical ad mechanical
properties of the rocks constituting the geological subsoilof Rome, under
both static and dynamic conditions. 1D numerical models of bcal seismic
response to possible strong motion (PGA of up to 0.069) in thecity of Rome
were performed. These models highlight the important role hat an up to
60m-thick silty-clay sedimentary pack inside the Tiber alluvia can play in
terms of ground motion ampli cation (see P3 and P4).

As a consequence of the aforementioned projects, since ear2008 a
small-aperture four-station array has being operating on thealluvial sedi-
ments within the Tiber Valley in Valco San Paolo, in the southern part of
the historical sector (Fig. 3.2). Interdistance between the array stations
is up to 100 m. Another station was installed about 2 km east ofthe ar-
ray, above the Pleistocene pyroclastic succession and thenderlying, older
sedimentary deposits of the Paleo-Tiber River (Marra and Roa (1995)).
These stations are composed of both strong-motion (accelerogters) and
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weak-motion (LE-3D velocimeters by Lennartz) three-componehtransduc-
ers equipped with continuously recording 24-bit analog-to-dgital converters
at a sampling rate of 1000 Hz. Time synchronization is provigd by a GPS
system at each station. Moreover, one three-component shofperiod seis-
mometer (Lennartz LE-3D/BH) was installed at the bottom of a 7 2 m deep
borehole, within the Plio-Pleistocene clayey bedrock, 15 m blow the base
of the alluvial soft sediments. The borehole data are continously recorded

at the surface using the same acquisition system of stationdeployed at the
surface.

Figure 3.2: Top panel: epicenter of I'Aquila 6th April 2009 Mw=6.1 damaging earth-
guake with the epicenters of the seismic sequence. Middle panel3D array location, red
spots represent seismic stations. The red spot outside the Tiler valley (Garbatella) is the

reference station. Bottom panel: sketch of the borehole statio located beneath the alluvial
sediments layer. See paperP2 for details.

On the 6th April 2009 a damaging earthquake hit the town of L'Aquila,
central Italy. Thanks to the aforementioned array, it was recorded with its
moderate-magnitude sequence of aftershocks, at 100 Km far ithe city of
Rome with a satisfactory signal-to-noise ratio for all eventswith Mw 4
(Fig. 3.2). A moment magnitude of Mw 6.3 was promptly assesse by
international agencies, however we adopt the value Mw 6.1 tht better ts
ground motion amplitudes of Italian broad-band stations at periods of 1
to 20 s when a local velocity model is used (Scognamiglio et a(2010);
Calderoni et al. (2009); Herrmann et al. (2011)). The earthquake struck a
sector of the Central Apennines that is considered as the magotentially
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dangerous seismogenic zone with earthquakes that can causeavy damages
in the city (Salvi et al. (1991)). Magnitudes as high as 7 are &pected in
that region. The most recent of these major earthquakes toolplace in 1915
near Avezzano, 80 km northeast of Rome (Fig. 3.1).

A study by Ambrosini et al. (1986) reported that the most severe dam-
age caused by the 1915 Avezzano earthquake within the city dRome was
su ered by buildings located on the Holocene alluvial Il of the Tiber valley
(Fig. 3.1), thereby stressing the role of local geology in amplifying ground
shaking. Accordingly, monuments erected on soft layers wera ected by site
e ects in their long life (Boschi et al. (1995); Moczo et al. (1995)). Studies
aimed at quantifying the e ects of local geology, including 2D modelling
using nite-di erence techniques as well as hybrid techniques, deterministic
and stochastic ones, were conducted since the early '90 (Faet al. (1993);
Rovelli et al. (1994, 1995); Caserta et al. (1999)). 3D modal, limitedly to a
maximum frequency of 1 Hz, were performed for the city of Roméyy Olsen
et al. (2006). Numerical simulations of the soil shaking fetures in the city
of Rome will be the topic of the next chapter, where will be digussed in
details also the comparison between the synthetics seismogms and the real
records of the I'Aquila sequence obtained by the previouslyescribed roman
array.

Data recorded during the April 2009 seismic sequence are thest instru-
mental data ever recorded in the city of Rome by an array of semic stations,
that is why they yield an unprecedented information to asses ground mo-
tion local variations allowing us to check previous theoretcal and numerical
estimates of the seismic response of Rome adding new quarattve informa-
tion on regional and local e ects with important implicatio ns for a better
constrained hazard assessment of the city.

3.1 Geological settings of the city of Rome

Although the early settlements of ancient Rome were estabfhed on the
famous "Seven Hills", the city soon expanded over the large ltuvial plain
of the Tiber River and its tributaries. Nowadays, more than one half of
the "Historical Center" is built over these soft uvial depo sits (Fig. 3.1).
Similarly, a large part of the most recently built portion of the city is located
above the thick alluvial lling of the Holocene hydrographic network (see
Fig. 3.3). This network originated during the Warm glacial (lasted until 18
ky) through re-incision and deepening of the valleys which hd developed
during previous glacial-interglacial phases (Marra et al.,2008). The role
of these lateral variations on e ects felt in Rome by the popuation during
earthquakes is discussed in Cifelli et al. (2000).

The sediments lling the incision of the Tiber River within t he city of
Rome consist of a ning-upward succession, with a 6-8 m thick leel of gravel
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Figure 3.3: satellite image of the souther portion of the Rome's urban area showing the
boundaries (white lines) of the left-side lateral alluvial valleys due to some of the tributaries
of the Tiber River forming the Holocene hydrographic network.

at the base and an overlaying 50-60 m thick pack of sand and clagseeP3
and P4). This ne-grained portion of the deposit is represented by normally
to weakly overconsolidated clay-sandy silt, saturated in waer, with low
deformability moduli ( P3, P4). Within the central axis of the Tiber valley,
the bedrock of the alluvial sediments is represented by a Pti-Pleistocene
succession (Marra and Rosa (1995)), consisting of alternatg, decimeter-
thick levels of clay and sand, with an overconsolidation rato (OCR) of > 5
and low compressibility (P3, P4). The upper portion of the valley sides,
as well as the terrains out of the alluvial plains, where the est of the city
is built, are composed of Pleistocene uvial deposits (the Rleo-Tiber unit,
see Marra and Rosa (1995); Florindo et al. (2007)), comprisig a 10 m thick
layer of coarse gravel followed by consolidated sandy clayand by a thick
volcanic cover, represented by more or less lithi ed pyrochstic- ow deposits
and alternating ash-fall deposits (Karner et al. (2001)), patially intercalated
into the continental sedimentary deposits Karner and Marra (1998)).

3.2 Data analysis

In this paragraph two things are discussed based on the 200%athset:

spatial variations of ground motion in Rome between closelylocated
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sites on Holocene vs Pleistocene sediments;

comparisons with ground-motion predictions equations (GMFES) ba-
sed on larger Italian and global datasets.

To do that we have analyzed the records of the mainshock and th strongest
aftershocks (events are listed in Tab. 3.1) at three statiors, in di erent ge-
ological units: outcrops of sedimentary Holocene alluvium(station VSC),
outcrop of volcanic Pleistocene deposits (station GRB) andin the bedrock
Pliocen clay by using the borehole station (BRH). Among the aray stations,
we selected the one a ected by the lowest cultural noise. We &ve used the
accelerometric records of the two surface stations, VSC an&RB, and the
velocity record of the borehole station, BRH. Accelerograns were processed

[ Date [[ Time (UTC) [[ Lat (deg) [ Lon (deg.) [ Depth (Km) [ Mw 1]
2009/04/06 01:32:39 42.334 13.35 8.8 6.1
2009/04/06 02:27:46 42.375 13.342 10.0 4.1
2009/04/06 02:37:04 42.366 13.340 10.1 4.8
2009/04/06 04:47:53 42.352 13.347 9.4 3.8
2009/04/06 07:17:10 42.355 13.367 9.2 4.0
2009/04/06 16:38:09 42.362 13.333 10.2 4.3
2009/04/06 21:56:53 42.396 13.323 9.7 3.8
2009/04/06 23:15:37 42.451 13.364 8.6 4.8
2009/04/07 09:26:28 42.342 13.388 10.2 4.8
2009/04/07 17:47:37 42.275 13.464 15.1 54
2009/04/07 21:34:29 42.380 13.376 7.4 4.2
2009/04/07 21:39:06 42.361 13.363 10.4 3.6
2009/04/09 04:32:44 42.455 13.420 8.1 4.1
2009/04/09 04:43:09 42.506 13.366 9.2 3.7
2009/04/09 19:38:16 42.501 13.356 17.2 5.0
2009/04/10 03:22:22 42.470 13.417 9.4 3.7

Table 3.1: Date and source parameters of earthquakes analyzed in this stdy. Hypocen-
ter determinations are from the INGV bulletin (at http://isid  e.rm.ingv.it.), and moment
magnitudes Mw from Herrmann et al. (2011).

according to the Boore (2005) and Boore and Bommer (2005) appach,
a 4-pole acausal 0.1 Hz high-pass Butterworth Iter was appliel; the inte-
gration of corrected accelerations in the time domain yieletd velocity and
displacement time series.

3.2.1 Ground motion features

During the main shock, ground motions were as large 18m=¢*; 3.1 cm=s
and 1.3cm in terms of acceleration, velocity, and displacement, respctively
(Fig. 3.4). This gure indicates that GRB and VSC show a small di erence
in the displacement waveforms, apart from small-amplitude hut persistent
resonating reverberations that are evident in the Tiber valey between 20 and
50 s. In contrast, the di erence is signi cant in the velocity and acceleration
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Figure 3.4: Displacement, velocity and acceleration time series (EW, NS and vertical
component corresponds to the top, middle, and bottom trace, resgctively) recorded in Rome
on di erent geological units during the main shock of the April 2 009 seismic sequence.

time series, the nearly harmonic excitation of the alluvial deposits dominat-
ing in amplitude the velocity and acceleration time series. The borehole
records show a strong depletion of amplitudes, mostly for tie displacement
and velocity time series. This is partly due to both the sedirent and free
surface e ects.

More in detail, in Fig. 3.5, left panel, a comparison is shownof the
displacement (radial, R, and transversal, T, component) onGBR and on
VSC. Note similarity of waveforms shapes and amplitudes, wh VSC being
somewhat larger than GRB on the T component. Note also that the domi-
nant period is near 5 s, so these graphs indicate that there isttle relative
site response at long periods (periods near 5 s). On the corary, in looking
at the right panel, where the comparison is made using veloties, we note
that there is less agreement in waveforms shapes and amplities than for
the displacement time series, and VSC is much larger than GRBon the
T component. These graphs suggest that there is relative sé response at
shorter periods, at least for the T component.

Ground motions recorded in Rome during the April 2009 seisnt se-
guence are also valuable because they illustrate the role dhe dierent
seismic phases radiated toward Rome by earthquakes of engiaring interest
occurring in the central Apennines. To this purpose, the paameter

2 Z
la(t) = 9 a?(t%dt® (3.1)
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Figure 3.5: Left panel: comparison of displacement traces at VSC and GRB. The dis-
placements were obtained by double integration of acceleratio band pass lItered between
0.1 and 10 Hz. Right panel: comparison of velocity traces at VSC and GRB.

is plotted in Fig. 3.6 top panel. When the integral is computed over the
duration T necessary to reach the asymptotic plateau, equabn 3.1 yields
the Arias intensity 14(t) (Dobry et al., 1978). Fig. 3.6 (top panel) shows
that there is a sharp increase of the energy rate around t=30 s This is a
common feature to the three stations, but the alluvial depost resonance at
VSC ampli es 14(t) by a factor of 2 above the one of volcanic rocks of GRB.
The 14(t) curve of the borehole station is a factor of 10 smaller. FromFig.
3.6 (bottom panel) it emerges that the main role on the energyrate is played
by the wave starting around t=30 s, which increases sharply he cumulative
curve in a time window of about 10 s (from t=30 to 40 s, approximately).
In order to better quantify the site response we use spectra rad their
ratios. Let start computing the Fourier amplitude spectra ( FAS) of single
components for all three stations. FAS in Fig. 3.7 give a moredirect indi-
cation of station-to-station site response than the previous gures. It does
show clearly that there is little or no relative site respons for frequencies
less than about 0.4 Hz or greater than about 5 Hz. The gure al® shows
clearly that BRH motions are considerably smaller than the VSC motions.
The largest di erence between VSC and GRB seems to be on the Tampo-
nent, but it might be misleading to focus on ratios of individual components
if lateral refraction has occurred. This leads in computingthe ratios of geo-
metric means of the two horizonal components, averaged ovanany events.
In Fig. 3.8 are shown the observed VSC/GRB and VSC/BRH spectil ra-
tios of FAS for the R and T component of both the main shock and te
average spectral ratios over a subset of events made by 9 afhocks, ex-
tracted from those listed in Tabel 1, with a signal-to-noise rdio higher than
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Figure 3.6: Top panel: cumulated squared accelerations (Equation 1) of the borehole
BRH and the two surface stations VSC and GRB. The BRH result is multipl ied by a
factor of 10 for a better visual inspection. Bottom panel: recor ded accelerations (EW
component) of the three stations.

Figure 3.7: Fourier amplitude spectra (FAS) for VSC, GRB and BRH. Single component ,
three stations per panel.
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Figure 3.8: Left panel: observed and simulated VSC/GRB ratios of FAS. Right pa nel:
observed and simulated VSC/BRH ratios of FAS. In both panels are shown ratios for the
mainshock (for R and T component), 68% con dence interval of the media n of the ratio
of nine events and the theoretical ratio for the 1D model and the plane-wave excitation
(Boore, private comunication).

3 in the frequency band 0.5-10 Hz. In looking at Fig. 3.8 left pael, we
see a satisfactory agreement between the mainshock and thdtarshocks for
both R and T components around 1 Hz, i.e., the main peak in the pectral
ratios. Such agreement is more satisfactory considering #nerror concerning
the aftershocks are very narrow for R as well as T components.

Fig. 3.8 compares also such spectral ratios with the theorétal ratio
calculated in a conventional 1D approach (plane-wave and visoelastic ap-
proximation) using the Vs vertical velocity pro le derived from down-hole
in situ measurements of paperP3 slightly modi ed as in Tab. 3.2

lithology thickness Vp Vs | density || Qp || Qs
m m/s | m/s || glcm 2

silty-sands 15 560 | 220 1.8 20 || 20
silty-sands 7.5 1480 239 1.84 20 || 20
silty-sands 12 1480| 260 1.83 30 || 30
clayey-silts 13 500 | 190 1.83 20 || 20
clayey-silts 16 1280| 235 1.83 30 || 30
sands 55 1600| 417 1.92 30 || 30
bedrock 1 2200 713 2.1 50 || 50

Table 3.2: 1D vertical velocity pro le modi ed from  P3 extending the gravel layer (713
m/s) to the whole bedrock.
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The spectral ratio VSC/GRB results in a satisfactory agreement with
the theoretical spectral ratio, and both con rm the validit y of the previous
theoretical 1D predictions of this resonance (e.g. Boschiteal. (1995) and
the papers P3 and P4, to quote only one of the rst and one of the last
papers dealing with that issue).

The peak at 4 Hz is tted neither by VSC/GRB nor by VSC/BHR
spectral theoretical 1D ratios. Moreover, VSC/BHR spectral ratio for the
mainshock considerably decreases after 2 Hz from those ca@raing the af-
tershocks. Up to now we have to say that we have no explanatioffior such

behavior.

3.2.2 Ground-motion prediction equations analysis
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Figure 3.9: Peak ground motions recorded in Rome during the April 2009 seismic se-
guence. Bars represent the 1 standard deviation uncertainty of predictive equations by
Bindi et al. (2009) and Alessandro et al. (2008) (indicated as ITA 08 and DIALO8, respec-
tively). Both these regressions are based on Italian data only. ITAO8 curves are relative
to class B and C for a comparison volcanic rock, and alluvium data, respectively. DIALO8
applies Class | and 1V, respectively, of their own predominant- period site classi cation.

The ground motion scaling versus magnitude observed in Roméuring
I'Aquila earthquake, is presented in Fig. 3.9, compared wih expectations
based on recent predictive equations using the Italian databank (namely
Alessandro et al. (2008) and Bindi et al. (2009)). We can notahat observed
accelerations are fairly well matched by predictions for al the geological
units. The same happens for the observed velocities at sti #es whereas
they are at the border of 1 standard deviation. Also responsespectra of
VSC exceed those of GRB. Fig. 3.10 shows elastic absolute ateration
response spectra for 5% damping during the main shock, comped for the
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Figure 3.10: Response spectra of the horizontal (radial and transversal) components: full
black and gray curves are VSC and GRB, respectively. The thin blak curve corresponds
to the predictive equations by Bindi et al. (2009), in particul ar for the epicentral distance
of 100 Km. The three dotted curves are predictions by Cauzzi andFaccioli (2008) for soft

sites (average, average + 1 standard deviation, and average + 2 $andard deviations).

radial and transversal components for VSC and GRB stations. For both
stations, spectral ordinates of the radial component are leger than those
of transversal one. In Fig. 3.10 the response spectra are cqgared with
regression curves for Class C of CEN (2004), for the epicerdt distance of
100 Km, based both on worldwide data (Japan, USA, Iran, Turkey, Europe,
see Cauzzi and Faccioli (2008), and Italian data only (Bindiet al. (2009)).
Note that the contribution to spectral ordinates, in the ran ge less then 0.5 s,
is signi cantly below the expectation whereas at periods béveen 1 and 1.5
s observations exceed predictions by more than 2 standard d@tions. More
in details, see that the observed spectral ordinates exceeggredictions up to
more than 2 standard deviations for both radial and transversal components
at VSC, and for the radial component at GRB. An excess by more han 2
standard deviations is systematic in the response spectrayeing de nitely
con rmed by aftershocks shown in Fig. 3.11.

The conclusion is that, at long periods, not only soft sites lut even sti
sites in Rome can su er earthquake induced motions larger thn expected
on the base of the existing predictive equations. It has to berecalled that
the joint contribution of regional propagation and local ampli cation at
periods around 3 s caused a selective damage with destrucéve ects to
several tall buildings in the lake-bed zone of Mexico City duing the 1985
Michoacan earthquake, located more than 300 km away from theity ( Singh
et al. (1988); Singh and Ordaz (1993)). In that occasion, ewe the hill zone
experienced large amplitudes at long periods. So, such e ¢¢s hot unknown
but this is the rst time that it is observed and quanti ed for the city of
Rome.
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Figure 3.11: Observed response spectra of the two strongest aftershocks @il 7 at 17:47
and April 9 at 19:38, in the upper and lower panels, respectively). Spectral ordinates at
Holocene alluvium and Pleistocene pyroclastic sites correspad to the full black and gray
curves, respectively. The three thin curves are the Class C pedictions by Cauzzi and
Faccioli (2008) (average, average + 1 standard deviation, and average + 2 standard devi-
ations). Aftershocks con rm that observations exceed predictio ns by more than 2 standard
deviations at periods between 1 and 1.3 s.

3.3 Conclusive remarks

Instrumental data recorded in Rome during the April 2009 sesmic sequence
in central Italy indicate that the contribution to response spectra at short
(T < 0:5s) periods is smaller than expectations (Fig. 3.10) . In contast,
longer period excitation is strong, especially between 0.5and 2 s of the
radial component. The causative earthquakes of the April 209 seismic
sequence were characterized by shallow (10 km) depths and normal-fault
mechanisms (Herrmann et al. (2011)). Both the shallow depthand e ects
due to the crustal structure could be the cause of such strongmpli cation of
long periods. Unfortunately these two distinctive features are also expected
for the strongest potential earthquakes in central Italy, and an ampli cation
between 1 and 1.5 s could a ect a large part of Rome. The e ect ould be
particularly dangerous for modern zones grown in sedimenty areas where
tall (around 10-storey) buildings predominate.

In the hazard practice, the expected spectral ordinates areonservatively
incremented by + 1 standard deviation to assess hazard paraeters. This
increment is evidently too small: the April 2009 data show that even 2 stan-
dard deviations could be not conservative enough for Rome. Apeci cally
determined increment is mandatory for the hazard assessmenmf the city.
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Chapter 4

Soil shaking features:
numerical simulation
approach

Understanding, modeling and predicting ground motions praluced by earth-
guakes belong to the high-priority problems of the seismic haard assess-
ment. That is why the development of techniques able to inferthe spatial
variability of ground motion during earthquakes is particu larly important.
Such spatial variability is caused by the interaction between seismic wave
propagation and near-surface geology; an important contrilition in this
topic arises from studies involving the site e ects as we hag seen in Chap-
ter one and three.

Site e ects can be studied using the data recorded during an &thquake,
an example is given in the previous Chapter, but because it wald be useful
to know the site characteristics of ground motion before an arthquake oc-
curs, numerical modelling seems to be a useful method. Thisiparticularly
true in urban areas for planning actions aimed, among othersat mitigating
the seismic risk. For such purposes we have chosen as site tieas already
explained in the previous Chapters, the city of Rome.

The city during its long history su ered damage up to intensity VII-
VIl of the Mercalli-Cancani-Sieberg (MCS) scale (Sieberg (230)) due to
the largest earthquakes in the Apennines (see Molin and Guidboni (1989)).
In the city, the occurrence of the strongest damage episodeseems to be
restricted to the Holocene alluvial areas (Ambrosini et al.(1986); Salvi et al.
(1991)), with a signi cant concentration close to the edgesof the Tiber
river valley ( Tertulliani and Riguzzi (1995)). Molin and Gu idoboni (1989)
rst performed an accurate revision of the historical sourees concerning the
earthquakes felt in Rome. Tab. 4.1 lists the most important earthquakes
that were felt in the city of Rome during its long history. Thi s summary
shows that the destructive earthquakes that may a ect Rome acur mainly

a7



| Data | 1o | Ir [ OriginArea |
83 B.C. | | Unknown
72{70 B.C. | | Unknown
51 | | Unknown
443 | | Unknown
484 or 508 | | Unknown
801 | VIKVII Central Apennines
1349 X VII{VIII L'Aquila
1703 X VIl L'Aquila
1812 VI VI Rome
1899 VII{VIII \ Albani Hills
1915 Xl VI{VII Fucino

Table 4.1: strongest local and regional earthquakes felt in Rome (Molin and Guidoboni
(1989)). |y is the epicentral MSC intensity; Ir is the intensity estimated in Rome.

within two distinct seismogenic districts: the Alban Hills region, located
approximately 25 km from the center of Rome, and the Central Apennines,
located in a distance range 80-170 km from Rome. Figure 1 showthe
epicentral location of earthquakes reported by the cataloge.

The Alban Hills have been investigated in detail, concernig both the
characteristics of the local seismicity (Amato et al. (1994; Chiarabba et al.
(1994)) and its recurrence and magnitude pattern (Basili etal. (1995)). The
hypocentral depth is typically in the range 3 to 6 km. In a study on the
sequence of the events based on the statistics of the extremalues, Basili
et al. (1995) found that the maximum expected magnitude for an earthquake
occurring in the Alban Hills is 5.2.

On the contrary, the seismogenic structures of the Apenning are charac-
terized by fault length usually in the range of 10-20 Km and exhbit prevalent
normal faulting focal mechanisms (see for example Valensisand Pantosti
(2001)) The hypocentral depth is generally in the range of 1615 km. Pale-
oseismic studies show that the magnitude of these earthquas might have
been 7 or larger (Pantosti et al. (1996)). From such seismogec district have
been originated the strongest MCS intensities in the city (MI-VIII MCS for
the 1349, 1703, and 1915 earthquake sequences; see Table I).respect
of the city of Rome, earthquakes originated from Albani Hills are consid-
ered as local seismicity whereas those from Central Apennes represent the
regional seismicity.

Unfortunately, no strong-motion recordings were availablefor the city
of Rome, neither local nor regional ones. This made impossié estimates
based on actual measurements of ground motion induced by etiiquakes.
In absence of instrumental data, the development of techniges able to infer
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Figure 4.1: The seismicity near Rome estimated from earthquakes of the lialian catalog,
Catalogo Parametrico dei Terremoti Italiani (Gruppo di Lavo ro, CPTI, 1999). Dotted
rectangles present the two main seismogenic districts a ecting the city (the Central Apen-
nines and the Alban Hills). From Olsen et al. (2006).

variability of ground motion during earthquakes is particu larly important for
a city like Rome as it is rich in ancient monuments and historical buildings,
which are likely to be less resistant to the seismic action esn in case of a
moderate level of excitation. Numerical simulations of the soil shaking is
one of the best approach for such purposes thanks also to theppearance
of more powerful computers, better constrained basin modal, and more
e cient numerical wave propagation codes facilitated computation of 2D
as well as 3D long-period seismic response of numerous seditegy basins
throughout the world (e.g., Frankel and Vidale (1992); Yomogida and Etgen
(1993); Olsen and Schuster (1995); Olsen et al. (1995); Olseand Archuleta
(1996); Graves (1996); Wald and Graves (1998); Olsen (2000Dlsen et al.
(2003)).

Numerical simulations concerning the sedimentary basin oRome been
perform since early 90's (Fah et al. (1993); Rovelli et al. 1994, 1995); Moczo
et al. (1995)). In full awareness that the computation of potential strong
ground motions in di erent zones of the city is a fundamental tool to miti-
gate seismic risk and organize the public and private interention priorities,
Rovelli et al. (1994, 1995) proposed a hybrid technique simation of the
source and crustal path e ects, able to generate a suite of sythetic accelero-
grams (SH waves) along 2-D pro les, whose amplitudes were madled as a
function of moment-magnitude, distance from the source, andocal geology.
Such hybrid technique is based on a use of stochastic procedks, proposed
by Boore (1983), to generate a set of synthetic seismogramsitiv the pur-
pose of characterizing the seismic input to the rigid basema (bedrock) of
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the city.

A similar hybrid method but based on a deterministic procedue, has
been applied to the city of Rome by Fah et al. (1993), who usedhe mode
summation technique with a 2-D (P-SV) scheme of layered lithophere to
simulate the incoming wave- eld to the bedrock of Rome generted by a ML
= 6.8 earthquake, roughly 85 km east of the city.

Another hybrid technique has been proposed by Caserta et a1999) in
order to combine deterministic and stochastic features. Tl aim is to de-
scribe the crustal propagation better than deterministic or stochastic meth-
ods can do separately. Indeed, in order to take into account ects due to
small-scale heterogeneities of the crust, the authors addeda stochastic noise
(perturbation) to the signal propagated through the crust and numerically
simulated in a deterministic way (P-SV waves) along a 2-D vertcal section
of the Tiber valley. The stochastic noise has been construetd using a kind
of Markov-like process generator with two physical constrants: to have the
Brune spectrum of the earthquake under study, and to reprodee the spatial
decay of coherence, as reported in literature for real sitedirectly in time
domain. A Markow-like process generator allows to work diretly in time
domain, that is why the authors have chosen such stochasticgproach.

One of the most recent simulations aimed at quantifying the eects of
local geology on the soil shaking features for the city of Rom has been
made by Olsen et al. (2006). They have generated a 3-D velocitynodel for
Rome, embedded in a 1D regional model, and estimated long-pied (1 Hz)
ground motions from nite-di erence simulations of viscoelastic wave prop-
agation for two typical scenarios: an Albani Hills and a Cental Apennines
one. Their results showed that the strongest ground-motion apli cation in
Rome occurs in the Holocene alluvial areas, with strong basiedge e ects in
the Tiber River valley. What found by Olsen et al. (2006) was in agreement
with earlier 2D SH-wave (Rovelli et al. (1994, 1995)) resultsshowing ampli-
cation of peak velocities by up to a factor of 2 in the alluvial sediments,
largest near the contact to the surrounding Plio-Pleistocere formations as
also observed from the damage pattern by Ambrosini et al. (186) for the
Fucino 1915 earthquake.

All the aforementioned numerical simulations are lacking ¢ knowledge
concerning both the detailed near-surface geology and its géechnical prop-
erties. Moreover, neither regional nor local events were @rded by seismic
stations within Rome. Thanks to the already mentioned two multidisci-
plinary research projects (FIRB 2002-2005 and COFIN 2004-2(8), data
recorded in the city ('Aquila 6th April 2009 sequence) are row available as
well as detailed near-surface geology coupled with its geothnical properties
(seeP3 and P4). Such knowledge allows us not only to make more realistic
numerical simulations using both detailed surface geologwand actual elastic
and inelastic parameters, but also to tune simulations of the soil shaking in
order to better assess strong ground motion features throug the whole city
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as well as estimating parameters of engineering interest sh as peak ground
acceleration and velocity, Arias Intensity, response speea, just to mention
few.

4.1 3-D ground motion simulation

First our aim is to numerically reproduce the main features d the the
spectral ratio content of soft/sti, soft/bedrock and sti /bedrock soils, i.e.,
VSC/GRB, VSC/BHR and GRB/BHR, respectively. For such purpo se we
need a subsurface model of Valco S. Paolo zone (Fig. 4.2), wigethe array
is located.

Figure 4.2: Near-surface geological structure of Valco S. Paolo site use in numerical
simulations. G is gravel layer, A is alluvium layer, B is bedro ck (semi-space). Topography
is from satellite Digital Elevation Model (DEM). Position o f seismic array where both
BHR and VSC stations are located, is shown. GRB reference seismic sftion position is
shown as well.

In Fig. 4.2 is sketched the 3-D near-surface geology of the VaicS.
Paolo site used in the numerical simulations. The numericalvalues of the
elastic and inelastic parameters are listed in Tab. 4.2. Thevelocity of
the Alluvium layer has been obtained averaging the velocites of the layers
inside the Tiber basin as they arose fronP3 and P4 (see also Tab. 2 of the
previous Chapter). Moreover, the parameters concerning te Gravel layer
have been adopted for the whole semi-space, according to theéDlvelocity
model of Tab. 2 of the previous chapter.

For the purposes of our study, we adopted the serial code of Qgal
et al. (2005); it is based on nite-di erence technique on a Catesian mesh
(Opsal and Zahradnk (2002); Opsal et al. (2005, 2004) ), it computes the
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Vo Vs || Qp || Qs
g=cn? | m=s || m=s

Recent Alluvium 1.83 1300 250 | 20 20
Gravel 2.10 || 2000 713 || 100 100

Table 4.2: Elastic and inelastic parameters used in the numerical simulation. Gravel
layer and semi-space (bedrock) have been assigned same numeskvalues

full 3D seismic wave- eld. Null normal stress boundary condtion on the
topographic surface is realized by the so-called vacuum foralism.

The adopted code is hybrid, e ects of the source and the crusdl propaga-
tion are numerically computed using discrete wave-number miénod (DW in
the following; Bouchon (1981)), while the e ects due to the near-surface ge-
ology, i.e., the site under study, is computed by a nite di e rences technique
(FD in the following). To be more specic (Fig. 4.3), the complete wave
eld, i.e., that which is due to a given double-couple source 1D crustal model
and 3D site conditions, is a sum of the background and residdaelds. The
background eld is due to the source in the 1D crust only; no 3Dsite prop-
agation is included. The background and residual elds are oupled at the
so-called outer and inner excitation lines, forming a doublerectangular box
attached to the free surface, and entirely enclosing the 3Dite. The region
between the inner excitation lines (inclusive) and the freesurface is the ex-
citation box (Fig. 4.3). All di erences between the 1D and 3D models occur
solely inside the excitation box. Inside the excitation boxthe complete wave
eld is numerically computed, while outside the excitation box (including
the outer excitation lines) only the residual eld is computed. Further inter-
actions of the residual eld with the crustal interfaces, which are all below
the excitation box, are not considered. The background waveeld, hereafter
simply called the excitation, is calculated by the DW method, while all the
numerical calculations inside and outside the excitation ox (the complete
and residual elds, respectively) are by FD method. Exact mahematical
formulation, supplementing the above algorithmic descrigion, can be found
in Opsal et al. (2009).

The DW computation refers to source and crustal propagationso, we
need: the location, hypocentral depth, focal mechanism andarustal model;
we refer to the paper of Herrmann et al. (2011) for all such inbrmation. For
the L'Aquila earthquake the focal parameters used in the DW $mulation
are: strike = 135°, dip = 55° and rake = 95°. A point source at Lat =
42:33%P N, Lon = 13:371° E and depth of 5 Km is used. The crustal model
as it arises from Herrmann et al. (2011) holds for Central Ap@nines crustal
region, in order to link it with the shallow layers of the roman area we have
slightly modi ed their crustal model in the upper layers. In Tab. 4.3 the
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Figure 4.3: Schematic representation of the DW-FD hybrid method. In the 1st step the
source and the crustal path e ects are calculated by the DW method, and stored at the
excitation planes. A 2D vertical section of the 3D excitation bo x is shown. In the 2nd step
the source is no more (instead of it there is the excitation box), but a 3D heterogeneity
in included. The complete and residual elds are calculated by the FD method inside and
outside the excitation box, respectively. The left, right and bottom sides of the FD box are
nonre ecting, the top side is the free surface (topography).

layer depth \ Vs Qp || Qs
Km Km=s | Km=s | g=cnm?®
0.0 2.00 0.713 2.0 100 || 100
0.3 2.00 0.800 2.1 150 || 150
0.7 3.00 1.500 2.2 250 || 250
1.2 4.00 2.000 2.2 350 | 350
1.7 4.80 2.500 2.2 400 || 400
2.7 4.90 2.600 2.3 450 || 450
3.7 4.90 2.700 2.3 500 || 500
7.7 5.60 3.100 2.4 500 || 500
15.7 6.10 3.400 24 500 || 500
25.7 6.30 3.500 2.5 500 || 500
31.7 7.80 4.300 25 500 || 500

Table 4.3: Crustal model from Herrmann et al. (2011) slightly modied in t he upper
layers for linking with the shallow layers of the roman area.
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actual crustal model adopted in the DW simulations is shown. The Q values
used in the model came from Brocher (2008) relation between @nd Vs.

Even thought we use a hybrid technique saving a big amount of am-
putational time and memory, it is not enough to simulate big size domains
and high frequencies. That is why we adopt the so called par&l comput-
ing in which more multiprocessors machines work at the sameiine and on
the same program to both increase the amount of memory availdle and
speed-up the results. To use parallel computing a parallel adbe is needed.
Paper P5 is devoted to the parallelization of the Opsal et al. (2005) code.
Moreover, it is explained why we have chosen to parallelize aerial code in
place of writing another one parallel in anative form, and are also discussed
limitations that are ever present whatever will be the approach chosen for
parallelizing a serial code.

In the next paragraph are shown and discussed some aspects tife
parallel computing background needed for better introduchg why and what
should be done in dealing with the problem of parallelizatian, with regard
of parallelization of serial codes.

4.1.1 The parallel approach

The great drawback when modeling more realistic site dynants is the im-
pressive computational requirements needed for numericasimulations; gi-

gabytes of memory and giga op performance rates, combined ith days of

computational time to simulate a minute of soil shaking etc. Seismologists
are being addressing these issues since nineteens (see @laad Archuleta

(1996); Bao et al. (1996) among others), through the use of pallel com-

puters coupled with optimization techniques such as the usef unstructured

grids to reduce the number of computational nodes.

During the last 20 years a considerable amount of work has beedone
in numerically modeling the interaction between near-surfae geological het-
erogeneities and seismic wave propagation (see the revievi Bard (1998);
Bielak et al. (1998), and references therein). The results @ huge serial
codes able to numerically simulate the process. It would be seful to recon-
vert such serial codes into parallel ones, to have more powii simulations
that realistically represent the dynamics of site e ects. The paper P5 is
aimed at investigating the faster and simple way to parallelze a serial code
with the ability to simulate the aforementioned interactio n.

Tools to parallelize a code can be divided into high-level andow-level
programming. Parallel virtual machine (PVM) and message pa&sing in-
terface (MPI) belong to the latter set, where the parallelization scheme is
planned, designed and realized by the user. In more detail, lte manage-
ment of information exchanged among processors (e.g., megge passing,
synchronizations, etc.) is realized by the user adding codsegments. Al-
though e cient on shared and distributed memory architectu res, low-level
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techniques have not been considered here because too mucloe (and time)

must be spent to convert a serial code into an MPI (or PVM) parallel one.
As it is not our aim to parallelize a serial code in such a way, w oriented
our choice towards tools based on the high-level technique vere all the
low-level parallel machinery (creation, communications am maintenance of
processes) is realized by directives to the compiler in a uséiding mode.

The best candidates for such an approach are High Performarc For-
tran (HPF), OpenMP and Scalable Modelling System (SMS). It must be
noticed that while OpenMP is only available on shared memoryarchitec-
tures, both HPF and SMS can be used in shared as well as distnied
memory environments. In the present Thesis it has been prefeed to adapt
our code to distributed memory machines that allow to handlemuch larger
amount of memory. We choose a high-level technique based ondtiibuted
memory architecture as it is discussed in details in paperP5. Because
HPF is maintained by third-party and private companies (see the HPF of-
cial website http://hp .rice.edu), the SMS tool has been ¢ hosen which
is freely available (see citeGovett-et-al:2003 and the o cid SMS website
http://wwwad.fsl.noaa.gov/ac/sms.html).

The detection of code segments that must be modi ed to optimie the
serial code and to reduce the memory requirement is perfornteby the user
via the application of a pro ling analysis. In such a way, we can ensure a
uniformly optimized serial code suitable for parallelizaton (see paperP5
for details).

One of the main problems in parallel computing is the so calld load
balancing,i.e., the distribution of the computational load among processors.
If it is not homogeneously distributed, there will be procesors for which
more time is needed for computing each time-step. As a consegquce, other
processors are forced to wait doing nothing, the result is adw level of
performance of the parallel scheme. In such conditions it isasy that the
performance of the parallel code could be even less than theesal one. A
useful index for checking any gain in performance with respet to the serial
code is the Speed-upS(n): It is de ned as the ratio between the real time
employed by one processor to run the codel (1); and the real time needed
by n processors,T(n) :

T(1)

S(= Ty

As an example in Fig. 4.4, the Speed-up of HPF and OpenMP-Guidera
compared with ideal performance. It emerges that the Speedju scaling is
satisfactory up to 8 processors for both the approaches. Beynd this thresh-
old the S(n) tends to saturation, becoming increasingly evident for bdh
methods, particularly with the OpenMP-Guide approach. Saturation is an
important marker. To illustrate its meaning we have to consider that user-
hiding message passing is a time-consuming process. Saturt starts when
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Figure 4.4: Speed-up (left panel) and E ciency (right panel) vs. number of proc essors
for HPF and OpenMP compilers. Comparison shows up to 16 proces®rs. Straight line
with a asterisks represents ideal Speed-up. From Caserta et al (2002).

the message-passing time is comparable with the computatiotime needed
by each processor to run its own part of the workload. The comranication
time increases with the number of processors while the compational time
of each processor decreases. Therefore, there is no advaggain increasing
the number of processors within a Speed-up saturated regime.

This is more evident from the E ciency plot in Fig. 4.4. E cie ncy, E(n)
is de ned by the ratio between the Speed-up and the number of ppcessors:

S(n)

JOERS

By de nition, E ciency is a measure of the relevance of user-hiding message
passing for a single processor. From Fig. 4.4, it can be seehdt the per-
centage of the total computational time spent by HPF and OpenvIP-Guide
in message passing is the same up to 4 processors. Beyond 4qassors, the
di erences increase with the number of processors.

4.2 Numerical results

We numerically simulated the soil shaking of the Valco San Palo portion of
the Tiber valley, shown in Fig. 4.2, where the 3D seismic arrg is located.
Such a simulation has to be seen as a preliminary example of éh rst results
of the 3D soil shaking simulations analysis. Final, detailel study will be
published in a forthcoming paper.

Synthetic seismograms were extracted for the grid points coespond-
ing to the VSC, BRH and GRB stations. In Fig. 4.5 the time histories
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Figure 4.5: Simulated soil shaking in GRB (top) and VSC (bottom). The component
showing the best agreement with observed spectral FAS ratios &s been chosen.

of the numerically simulated ground motion for the T component of VSC

and GRB stations are shown. Although the calculations were grformed
only for the formal time function representing an impulse response of the
medium (a triangle of 0.3 seconds duration), we see that thaks to the real-
istic crustal model, source depth and focal mechanism the sithetics have
qualitative features comparable to real data, i.e. the durdion, proportion

of the body- and surface-wave groups, etc. Synthetics like tt cannot be
however guantitatively compared with real data, but the station spectral

ratios can be compared. Future calculations will be perforned for a more
realistic source time function, and it will be possible to sudy the whole time
series (including their peak motion values).

In Fig. 4.6 the comparison between the smoothed FAS ratios othe
recorded data and simulated synthetics are shown, togethewith the theo-
retical ratio for the 1D model of the plane-wave vertically incident excitation.
The observed R component is not tted well. We preliminarily interpret this
result as a consequence of a formal limitation of the basin mael in the di-
rection along a valley (with non-re ecting boundaries). The T component
is tted better than R, mainly around the main peak at about 1. 1-1.2 Hz.
Nevertheless, no signi cant improvement in the 3D model conpared the 1D
one is found.

To address also the borehole, in Fig. 4.7 the observed and 3Dnsulated
VSC/BRH spectral ratios are shown for both radial (R) and tra nsversal (T)
component. The theoretical ratio for the 1D model of the plare-wave ex-
citation is shown as well. A good agreement at high frequenes ¢ 1Hz)
between the simulated and observed ratios for the T and R compnent can
be recognized. The agreement between 0.8 Hz and 1.0 Hz is wersand
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Figure 4.6: Comparison between the FAS ratios of the radial (R) and transver sal (T)

component, left and right panel, respectively. They refers to observed (red curves) and
simulated (black curves) of the VSC/GRB ratio of FAS. The theore tical ratio for 1D model

and the plane-wave excitation is also shown (green curve).
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Figure 4.7. Observed (red curves) and simulated (black curves) VSC/BRH ratios of
FAS for the R component (left panel) and T component (right panel). Th e green curve
represents the theoretical ratio for 1D model and the plane-wawe excitation. The part of
red curve between 0.4 and 0.7 Hz is not usable being the boreholeessor the 1Hz one.
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at frequencies f< 0:8 Hz the comparison cannot be performed because the
BRH record seems not reliable due to instrumental reasons fte observed
ratio does not approach value of 1 as frequency decreases).hd@ fact that

Figure 4.8: Snapshot, from movie in the attached CD, of the soil displacement on the
Tiber valley's surface. The darker is the red color and the higher is the displacement
amplitude. The darker red is mainly localized at the edges of he basin. Note that the
vertical axis is reversed.

around 1 Hz the VSC/BRH ratio is tted for both R and T, while VS C/GRB

only for the T component seems to be due to the fact that the obsrved dif-
ference between VSC and BRH is mainly due to 1D local structue, i.e.
possible 3D e ects are almost the same at both the surface anthe borehole
station. When comparing VSC and GRB, the true 3D structure and our
ability/inability to model it plays a more signi cant role.  While the ampli-

cation around 1 Hz is mostly due to 1D structure, above 1Hz the 3D e ect
become probably more important, mainly at the edges of the viey.

This is better visualized by the snapshot in Fig. 4.8 where weclearly
see the role played by lateral heterogeneities of the Tiber &sin edges in
amplifying the soil shaking. For more details see in the attahed CD the
full animation of the soil shaking in the Tiber valley. Calculations will be
extended to 3Hz and realist time function, thus allowing a mae detailed
discussion.
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