Ambient vibration analysis of an unstable mountain slope
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SUMMARY
A field experiment with small aperture seismic arrays was performed on the unstable rock slope above the village of Randa in the southern Swiss Alps. The aim of this experiment was to constrain the seismic response of a potential future landslide using ambient vibration recordings. Weak seismic events were identified on the recordings and site-to-reference spectral ratios were calculated using a reference site located on the stable part of the slope. Spectral ratios of up to 30 were observed at sites located within the unstable portion of the slope. A strong variation of spectral ratios with azimuth indicates a directional site effect. Neither amplification nor directionality were observed at sites located in the stable part of the slope. Furthermore, time-frequency polarization analysis of the ambient noise was performed to provide robust estimates of frequency dependent directions of the maximum polarization. It was found that the unstable part of the slope vibrates within a narrow range of directions (130 ± 10°) for the frequency range centred around 5 Hz. The polarization directions estimated from ambient seismic vibrations are in good agreement with the deformation directions obtained by geodetic and in situ measurements. No directionality of ambient vibrations was observed at sites within the stable part of the slope.
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1 INTRODUCTION
Coseismic landslides, including rockfall and rockslides, accompany almost all major earthquakes striking steep terrain and are among the most widespread and destructive secondary effects of seismic shaking (Keefer 1984). A number of coseismic slope instabilities in the Matter Valley of the Switzerland were documented by Fritsche et al. (2006), in response to the 1855 Visp earthquake (Mw ~ 6.4). These events and their consequences illustrate the need to better understand the seismic response of rock slopes as a key point for the mitigation of earthquake hazard. A simple pseudostatic approach (Terzaghi 1950) and more advance Newmark sliding block models (Newmark 1965), are commonly used to analyse seismic slope stability. However, these methods ignore many aspects of the seismic response of landslides, for example, interactions between incoming waves and the topography or internal structure of the landslide. Thus, direct numerical modelling of dynamic strains within the unstable rock mass are of general interest. Unfortunately, such detailed models require a broad range of data to be well constrained, which makes their cost and effort significant (e.g. Willenberg et al. 2008a,b).

This paper describes seismic array measurement of ambient noise performed on the slowly moving rock slope instability above the village of Randa (Canton Valais) in the southern Swiss Alps. The aim of this experiment was to explore whether we could gain useful information about the structure and seismic response of the potential rockslide from ambient vibration recordings.

Array measurement of ambient noise is a relatively inexpensive technique for estimating shear wave velocity profiles (e.g. Tokimatsu 1997; Okada 2003; Kind et al. 2005). Danneels et al. (2008) successfully applied this technique to estimate shear wave velocities in an earth-flow area in Kyrgyzstan. The experiment presented here was designed to test the technique within an unstable rock slope, even though a number of assumptions were not fulfilled for application of ambient vibration array methods (steep slope, strong lateral inhomogeneities, open cracks, etc.). To date, we have been unsuccessful in interpreting the acquired data using the f–k and the SPAC methods, which could be related to the short duration of the recordings. In particular, parts of the time-series were adversely affected by people performing differential GPS measurements of the sensor positions. As these time windows could not be analysed, the usable time-series were relatively short. Another limiting factor was the small aperture of deployed arrays (<150 m), which limited measurement of velocity in the stable rock mass (P-wave velocities >3000 m s−1 reported by Spillmann et al. (2007). On the other hand, P-wave velocities as low as 500 m s−1 were observed at shallow depths (<25 m) in the unstable area where highly fractured rock is present (Spillmann et al. 2007). Thus, expected surface wave
velocities should be within the resolution limits of the array in the unstable area.

Nevertheless, it was possible to retrieve useful information by means of other methods. We identified weak seismic events on the recordings and calculated site-to-reference spectral ratios. From the map of spectral ratios we can distinguish stable from unstable portions of the rock slope. Moreover, we were able to estimate possible ground amplification within the unstable area. We also identified clear directivity and performed polarization analysis of the ambient noise. A specific pattern of directivity was discovered and compared against direct measurements of slope deformation.

2 RANDA STUDY SITE

The Randa study site lies above and behind the scarp (Fig. 1) created after two large rockslide events in 1991 (Schindler et al. 1993). The remaining rock mass above the scarp is currently moving at rates up to $2 \text{ cm yr}^{-1}$ and could result in a future rockslide with a volume of $\sim 5$ million m$^3$. The site has been extensively investigated utilizing broad spectrum of methods (Green et al. 2006; Willenberg et al. 2008a, and references therein), providing the unique opportunity to test new techniques in a well-characterized environment. The large set of available data makes it possible to predict the seismic response of key structures in a quantitative way, and to interpret seismic observations at the site.

3 FIELD EXPERIMENT

Fourteen three-component velocity sensors with an eigenperiod of 5 s were used together with 12 digital seismic systems (six channels per instrument) to record ground vibrations on the slope. The field experiment was carried out during one day. Compass-oriented sensors were placed on metal trihedrons in shallow holes, removing superficial unconsolidated soil. The error of the sensor orientation was less than $\pm 5^\circ$. The precise positions of the sensors were measured with differential GPS. We progressively deployed three arrays with apertures up to 150 m (Fig. 1). The first array was deployed on a small bench above the scarp and within the unstable rock mass. The third array was placed on an upper (60 m altitude difference) plateau which is currently stable. The second array was located between these two plateaus. Both the first and third arrays consisted of two subarrays. Each array (and subarray) recorded for at least 30 min. A reference station was deployed on the upper plateau, recording continuously throughout the day.

4 ANALYSIS OF RECORDINGS

4.1 Site-to-reference spectral ratios

A number of seismic events were identified on the array recordings by visual inspection. The origin of these events is not accurately known. One hypothesis is that these signals were created by collapsing ice from nearby glaciers and cornices, which was heard during the field measurement campaign. We did not find such signals on continuous recordings obtained at nearby stations of the Swiss Digital Seismic Network (the closest permanent station, MKK, at a distance of 16 km was out of order at the time). The apparent velocity of these signals was found using beamforming to be beyond the resolution limits of the arrays. As the amplitudes are very similar and the waveforms coherent, the distance to the source of these signals is at least one multiple of the array aperture.

Three events were observed on the recordings of Array 2 and six events on the recordings of the larger subarray of Array 3. All events were recorded by the reference station. No events were identified on recordings of the smallest rings—first subarrays—of Array 1 and Array 3.

We calculated site-to-reference spectral ratios for these events (Borcherdt 1970), under the assumption that the sources of these signals are far from the array (especially as compared to reference-array station distances) and omitting both source radiation directivity and path effects. Raw velocity recordings were corrected for baseline shift. No instrumental correction was applied, as just one type of instrument was used and no data at periods longer than the eigenperiod of the sensor were interpreted. An example event
time history recorded by Array 3 is shown in Fig. 2. Event recordings that were clearly affected by artificial noise (e.g. someone walking close to the sensor) were not considered. The amplitude spectra of the Fourier transform were smoothed using the window proposed by Konno & Ohmachi (1998), with a bandwidth $b = 20$, before calculating the spectral ratio. Horizontal recordings were progressively rotated with an azimuthal step of $5^\circ$, and spectral ratios calculated for each pair of horizontal components. The component at $125^\circ$ (measured from north) presented the highest absolute ratio (a factor of 30). It was found by trial and error that the spectral ratios are systematically stronger in the unstable part of the slope for orientations of $125 \pm 5^\circ$. The geometric mean across events was also computed for both components. The mean from three values (in case of Array 2) is generally of low statistical significance, but still representative in this case since the scatter is not high.

An interpolated map of the mean spectral ratios for both horizontal components is presented in Fig. 4. The mean spectral ratio (MSR) is close to unity on the upper (stable) plateau (Array 3 and stations RAN2,32, RAN2,43) for both components and does not show any trend with frequency. On the lower (unstable) plateau (stations RAN2,21, RAN2,24, RAN2,25, RAN2,31, RAN2,33, RAN2,35), however, the MSR follows a trend in both the spatial and frequency domains. In particular, MSR gradually increases with frequency for both horizontal components towards the southwest, that is, towards the scarp of the 1991 rockslides. Concerning directionality, the MSR is significantly higher in the $125^\circ$ direction, with the exception of station RAN2,25. This station was positioned at the foot of the slope just outside the border of the unstable area proposed by Willenberg et al. (2008b). Station RAN2,31 shows a more complicated pattern: the $125^\circ$ component dominates up to 8 Hz, while the $35^\circ$ component is stronger at higher frequencies. A likely explanation will be explored in the next section. Stations that were placed on the slope between the two plateaus (RAN2,41, RAN2,42) show only a very slight increase of MSR with frequency. Such an increase fits the overall pattern of MSR gradually increasing from the upper to the lower plateau (Fig. 4). To summarize, MSR observed on the upper (stable) plateau shows qualitatively different behaviour compared to the lower (unstable) plateau (i.e. directivity and large absolute values).

We also attempted to estimate site-to-reference spectral ratios from ambient noise, but found the estimated power spectra of the noise unreliable. Particularly, the error of the estimated power spectra was large using both single taper windowing and even the multitaper method. This is primarily due to the short length of the undisturbed noise time-series available. It is therefore advisable to record longer time-series of undisturbed noise during future experiments (at least 1 hr recommended).

### 4.2 Polarization analysis of noise

Since the site-to-reference spectral ratios showed significant directionality for some stations, we performed more detailed polarization analysis of the recorded ground motion. In this analysis, we process noise rather than the recorded seismic events. The results should therefore be more robust since longer time-series are processed and the problem of signal to noise ratio is alleviated. The procedure could be easily repeated for other sites in the future, as it does not depend on the occurrence of any seismic events. We focused only on the lower plateau, the unstable area, where directionality of the MSR was most pronounced. The noise recording from the reference station was also processed for comparison.

#### 4.2.1 Method

We adopted and slightly generalized the method of complex particle motion polarization analysis introduced by Vidale (1986). This method is based on principal component analysis of the coherency matrix (i.e. complex covariance matrix), which is computed from
analytical signals of a three-component seismogram. No explicit
time-averaging is necessary in this procedure.

In this paper, we simply generalize the procedure from time to
time-frequency domain by adopting a continuous wavelet trans-
fom (CWT). CWT has been used in the past for estimating time-
frequency dependent polarization by Kulesh et al. (2007), who mod-
ified the standard covariance method (e.g. Kanasewich 1981). Here we use an analytical signal (Vidale 1986), which makes the analysis
formally simpler by relaxing the explicit time averaging. The dif-
fences between the standard covariance method and the method
adopting an analytical signal are discussed by Greenhalgh et al.
(2005).

The continuous wavelet spectrum of the ith seismogram compo-
nent \(x_i\) at time \(t\) and scale \(s\) is defined by
\[
W_i(t, s) = \frac{1}{\sqrt{|s|}} \int_{-\infty}^{+\infty} x_i(\tau) \psi^{*} \left( \frac{\tau - t}{s} \right) d\tau,
\]  
(1)
where \(\psi\) is the mother wavelet, and the asterisk denotes complex
conjugation. In particular, we use the Morlet wavelet, which is an
analytical signal itself (e.g. Torrence & Compo 1998). If the CWT

Figure 4. Map of mean site-to-reference spectral ratios for both horizontal components of ground motion (125° azimuth upper row, 35° azimuth lower row) and for three different frequencies (2, 5 and 15 Hz). A triangulation was used for the interpolation. Black double headed arrows indicate assumed directions (125°, 35° azimuths) of horizontal components.

Next the elliptical component of the polarization is estimated by

\[ P_E = \sqrt{1 - \frac{X_0^2}{X_0}} \]  

where \( X_0 \) is the length of the real component of the vector \((\tilde{x}_1, \tilde{x}_2, \tilde{x}_3)\). \( P_E \) equal to zero indicates linearly polarized motion, \( P_E \) equal to one indicates circularly polarized motion. The strike of maximum polarization is

\[ \phi = \frac{\pi}{2} - \tan^{-1}\left(\frac{\Im(\tilde{x}_2)}{\Re(\tilde{x}_1)}\right) \]

and the dip of the direction of maximum polarization is

\[ \delta = \tan^{-1}\left(\frac{\Im(\tilde{x}_3)}{\sqrt{[\Re(\tilde{x}_1)]^2 + [\Im(\tilde{x}_2)]^2}}\right) \]

The strike defined in eq. (6) ranges from 0 to \( \pi \), whereas the dip defined in eq. (7) ranges from \(-\pi/2\) to \(\pi/2\). The strike and dip angles describe the direction of maximum polarization in a 3-D half-space (dip: inclination from horizontal plane, strike: azimuth in horizontal half-plane, i.e. strikes of vectors \((x_1, x_2, x_3), (\overline{-x_1}, -x_2, -x_3)\) would be same). Note that all quantities in the equations presented above depend on both time \(t\) and scale \(s\).

4.2.2 Results

A window of ambient noise was selected for each station from Array 1 (subarray 2) and for the reference station. The duration of the time window ranged from 5 to 15 min depending on the presence of artificial noise. We avoided time windows including human disturbances (e.g. someone walking close to the sensor). Note
that some stations of Array 2 shared positions with the stations of Array 1, and these stations have the same station number (e.g. RAN1_31 and RAN2_31, see Fig. 1). A direct comparison of site-to-reference spectral ratios and the results of noise polarization analysis could be made for these stations. We estimated the time-frequency dependence of both strike and dip of the maximum polarization and ellipticity component (in short: strike, dip and ellipticity). The dip was close to zero for all stations, which indicates that the ground motion was polarized in the horizontal plane. An example of time-frequency representation of strike and ellipticity for a single station is shown in Fig. 5. A frequency of 10 Hz represents roughly the boundary between two distinct regions of well-defined polarization (low ellipticity, stable value of strike). The first of these regions is centred around 5 Hz and the second around 20 Hz. A similar pattern was also found at other stations. The results of polarization analyses of ambient noise are stable in time, contrasting to the estimates of site-to-reference spectral ratios obtained from the noise (discussed earlier).

The frequency distribution of strikes (i.e. histograms of directions over the time-frequency domain) are presented for all analysed recordings in Fig. 6. Contributions to these frequency distributions were weighted by the amplitude of the wavelet spectrum at each time and scale. Two frequency bands were assumed to distinguish properties of low- (2–10 Hz, LF) and high-frequency (10–30 Hz, HF) parts of the signal. The LF histograms of strikes follow a distribution with well defined maxima between 120 and 140° for most of the stations in the unstable area. For stations RAN1_23 and RAN1_31, LF histograms follow bimodal distributions. One peak is again close to 140°, while the second peak coincides with the peak of the HF histogram. The main contribution to this second LF peak has an origin at very low frequencies (2–3 Hz), where the direction of maximum polarization tends towards the direction observed in HF parts of the signal (see Fig. 5, RAN2_31). The HF histograms generally follow different distributions, but again have a well-defined maximum for most stations. The maxima of HF histograms are not as consistent across stations as in the LF case; most fall in the range of 100–120°. Stations RAN1_23, RAN1_31, and RAN1_34 show notably different polarization at high frequencies (80°, 20° and 5°, respectively). The reference and RAN1_25 stations show no or very weak directionality, respectively for both frequency ranges.

4.3 Discussion

Both the site-to-reference spectral ratios and the polarization analysis showed consistent results: directionality of the spectral ratios is very close to the directions retrieved from the noise polarization analysis. The decrease of the 125° component of spectral ratio for station RAN2_31 is caused by a change in the directionality with frequency that is also found in the polarization of the noise.

Concerning spectral ratios, it is not clear whether these ratios could be directly understood as estimates of amplification. First, the number of observed events was low and the signal to noise ratio was also low. Sites where the highest ratios were observed
were noisy, and the existence of natural local sources cannot be neglected in such an environment (heavily fractured rock). In order to resolve this issue, two semi-permanent stations have been installed at the Randa site to record events with better signal to noise ratio. Nevertheless, amplification is expected since low $P$-wave velocities were observed within the unstable area (500 m s$^{-1}$, Spillmann et al. 2007). Moreover, the observed spectral ratios give valid qualitative indication of slope stability/instability (see Fig. 4). Note that the transition of spectral ratios from stable to unstable areas is rather smooth, so that a clear boundary cannot be distinguished between stable and unstable ground. Polarization analysis of the noise seems to be more sensitive to this boundary (as discussed later).

The observed directionality pattern of ambient noise is complex. Generally, several cases of directional site effects have been reported in the literature (e.g. Bonamassa & Vidale 1991; Spudich et al. 1996; Del Gaudio & Wasowski 2007). However, the origin of such directionality is still not well understood. Del Gaudio & Wasowski (2007), who analysed records acquired on unstable slopes, ascribe the directionality phenomenon to the combined influence of topographic and geologic factors. In our study, we took advantage of the fact that the site was already extensively investigated with a broad spectrum of methods. In Fig. 7, we plot the observed directionality together with the results of in situ deformation measurements (after Willenberg et al. 2008b) to suggest a possible explanation.

Low-frequency directionality of ambient noise (the maxima of the LF histograms, black arrows) shows excellent agreement with displacement measurements. It is likely that the entire unstable rock mass vibrates in this direction of freedom ($130 \pm 10^\circ$), and that the motion during a strong earthquake would be amplified in this direction. This directional movement was found to be linked to a frequency of around 5 Hz (see Fig. 5), which could be a resonant frequency of the unstable rock mass, although a narrow peak is not observed in spectral ratios (see Fig. 3).

High-frequency directionality is more complex (yellow arrows in Fig. 7). Let us first focus on station RAN1_31, which shows the strongest high-frequency directionality (Fig. 5). The direction of $20^\circ$ (maximum of the HF histogram) is in remarkable agreement with the direction of displacement measured across the nearby surface crack, Z10. Similarly, high-frequency directionality ($80^\circ$) of station RAN1_23 is in good agreement with the displacement direction of another open crack less than 10 m away. On the other hand, station RAN1_34, which was even closer to this crack shows directionality oriented at $4^\circ$. However, the peak of the HF histogram is quite broad for station RAN1_34 compared to the other two cases. High-frequency directionality is not fixed to one common frequency for all stations, but changes from station to station in the frequency range of 10–30 Hz. Such observations lead us to hypothesize that high-frequency motion is controlled by the vibration of smaller blocks with both different resonant frequencies and directions of freedom.

Polarization analysis of the ambient noise could be used for quick, qualitative indication of stable and unstable areas of the slope. The
reference station which was located within the stable area showed no directionality. Also station RAN1\textsubscript{25}, which was located just outside the border of unstable part proposed by Willenberg et al. (2008b), shows almost no directionality. On the other hand, stations located less than 20 m from RAN1\textsubscript{25}, within the unstable area, show strong directionality. Thus, directionality appears to be a sensitive indicator of unstable areas and may be useful for mapping other instabilities.

Let us now introduce a possible physical model which helps further explain our observations. We suggest that we are able to observe a vibrational normal mode of the unstable rock mass. A specific particle motion in a narrow frequency band and its characteristic change in space are signs of a normal mode, from which one can determine both the frequency and shape of the mode (Roten et al. 2006). It is common practice to extract normal modes of civil structures from ambient vibrations measurements (e.g. Carder 1936). Normal modes can also be identified in ambient vibrations of deep sedimentary basins (Roten et al. 2006; Roten & Fäh 2007). Our present observation is similar: within the unstable portion of the slope ambient noise becomes polarized in one direction and frequency band for all stations. Willenberg (2004) studied different mechanical models of current slope instability in Randa and compared observed and modelled deformations. All models included a number of parallel dipping faults. These faults are perpendicular to the direction of deformation observed on the surface and generally reduce the bulk stiffness of the rock mass. P-wave velocities as low as 500 m s\textsuperscript{-1} were observed at shallow depths (<2.5 m) where the rock is most deformed and highly fractured (Spillmann et al. 2007). Thus, the unstable rock mass could be viewed as a volume of effectively reduced elastic moduli, analogous to the sediment infill in valleys. If we assume that the stiffness of the rock is reduced anisotropically, primarily in the direction of deformation, then the fundamental mode shape may also be pronounced in this direction.

Higher site-to-reference spectral ratios around 5 Hz towards the scarp are also in agreement with the hypothesis of normal mode. We find two supporting concepts from studies of resonance phenomenon in sedimentary basins: (1) Fundamental modes of sedimentary basins have the highest amplitude in areas where the sediment is deepest (e.g. Roten et al. 2006). At Randa, the thickness of highly fractured rock increases towards the rockslide scarp (Willenberg 2004), thus the highest amplitudes are also expected in this region. (2) Fundamental modes have the highest amplitude towards the centre of the valley (analogous to a string fixed on both ends). In our case of the Randa rock slope instability, because the geometry is quite different from a basin and the cliff acts like a free face, the highest amplitudes should be expected at the scarp (analogous to a string fixed at just one end). Nevertheless, numerical modelling should be performed in the future to fully understand the shape of such normal modes.

Modal frequencies present a useful constraint on material properties of the structure under study, for example, Roten & Fäh (2007) in the case of sedimentary basins; Michel et al. (2008) for investigation of buildings. As the depth of the instability at Randa is not well constrained, it is difficult to estimate the elastic parameters of the unstable rock mass. However, fundamental frequency analysis may present a promising constraint either on the extent or the effective material properties of the future rockslide.

4.4 Conclusions

Ambient noise measurements on an unstable rock slope presented in this paper were shown to be useful for rapidly obtaining spatial information regarding the instability structure. Although we were unable to retrieve shear wave velocity profiles, it was possible to gain unique information on the seismic response of a future landside. The wavefield within the unstable rock mass appears to be dominated by normal modes of the rock blocks rather than horizontal propagation of seismic waves. Techniques developed in this work could be used in the future to quickly and inexpensively map certain structural features of rock slope instabilities. In particular, it is possible to distinguish unstable areas, the direction of bulk slope deformation, and the activity of surface cracks. Further, a possible fundamental frequency of the unstable rock mass was identified, which could be used in the future to constrain either the extent or
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