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Preface

This Thesis represents a summary of 19 publications which I am an author or a co-author of. The
papers consist of 18 papers published in international impacted journals and 1 extended conference
abstract. They deal, in general, with forward and inverse kinematic modeling of earthquakes with
particular emphasis on the earthquake source properties. The papers include development of new
methods, assessment of their performance by means of synthetic test, and applications to real data. The
main motivation driving the research is to gain better understanding of tectonic earthquakes, including
their complexity. This topic is not only interesting from the academic point view, but it will eventually
enable reliable physics-based estimation of ground shaking for seismic hazard assessment, which is
now based predominantly on empirical data, and for engineering applications in seismic design in
earthquake prone countries. Except for 1 publication, the papers of the Thesis use kinematic description
of the earthquake source.

Seismological research including earthquake source physics are driven by observed data. Thus this
work would not be possible without the endeavor of people responsible for the data measurement and
collection. Thanks to the broadly accepted open-data policy researches from around the world (includ-
ing myself) can download and interpret high-quality ground motion recordings. This makes seismology
truly international and collaborative branch of science, which I enjoy to be part of. In particular, strong
ground motion data from near fault and near regional distances are employed in this Thesis. The qual-
ity and quantity of those data have improved dramatically during the last decades in Europe, Japan
and the United States. Moreover, new types of data, mostly based on satellite measurements (Global
Navigation Satellite Systems and Synthetic Aperture Radars) have led to better constrained earthquake
source models and have enabled studies of previously unknown phenomena such as afterslip and slow
slip, making the extent of the earthquake source complexity truly amazing. It is also to emphasize that
the data not only drive the development of new methods, but limit it too. Indeed, even mostly sophis-
ticated inversion methods cannot substitute missing and/or poor quality data. In similar sense, limited
knowledge of the crustal structure restricts the capabilities of even the most enhanced source inversion
methods. Therefore, in the papers of this Thesis I put strong emphasis on understanding the limitations
of the methods for proper interpretation of the results.

The work has been performed mostly at my home institution at the Charles University in Prague,
Faculty of Mathematics and Physics, Department of Geophysics. I also bene�ted from stays and co-
operations at INGV in Milano, Laboratorio di Sismologia at the Universita’ degli Studi "Federico II" di
Napoli, ITSAK in Thessaloniki, Dept. of Earth and Environmental Sciences at the Ludwig-Maximilians-
University in Munich, Dept. of Physics of the Earth and Planets at the Comenius University in Bratislava,
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and Disaster Prevention Research Institute at the Kyoto University. The papers of the Thesis were writ-
ten in collaboration with many devoted seismologists. To start with, I have learned a lot from enjoyable
cooperations with J. Zahradník, whose productivity and enthusiasm are admirable, very inspirational
and always motivating. I also enjoyed cooperation with E. Sokos, whose endeavor in data collection
in Greece and concern in earthquake source interpretations have led to many interesting results. I am
particularly thankful to W. Imperatori and M. Käser for performing 3D wave propagation modeling,
which were essential in our common publications. Among many other collaborators I would like to
mention (in alphabetical order) G. Ameri, J.-P. Ampuero, A. Emolo, H. Igel, M. Lancieri, M. Mai, F. Pa-
cor, A. Zollo. I have also bene�ted from numerous discussions with my former advisor J. Brokešová,
J. Burjánek, M. Causse, G. Cultrera, G. Festa, V. Plicka, R. Puglia, S.-G. Song, and many others. I am
grateful to my PhD students for smooth collaborations that have broadened the scope of my studies,
namely M. Halló, F. Kostka, and Ľ. Valentová.

Last but not least, I would like to express my thanks to my beloved wife, two sons and my parents
for providing me with endless background support and understanding.



Chapter 1

Introduction

Earthquake source physics is a well-established branch of seismology. During last decades it continu-
ously improves our knowledge about the physical processes that control the occurrence of earthquakes
and drive the earthquake rupture propagation. The viable approaches that contribute to this endeavour
range from frictional laboratory experiments, dynamic modeling of earthquake ruptures and interpre-
tation of observed seismograms by means of forward and inverse kinematic modeling.

The spatial-temporal complexity of large earthquakes is broadly recognized. For example, strike-
slip faults with signi�cant surface ruptures are often composed of distinct segments with complex
rupture propagation, including partial rupture arrests on fault bends, varying rupture velocities, etc. On
smaller scales, in terms of observations, the situation is much less clear. Laboratory experiments present
evidences of rupture delays at barriers (Latour et al., 2013), fault bends (Kato et al., 1999), or on faults
with branches (Biegel et al., 2007). The ruptures can switch from subshear to supershear under favorable
conditions (Mello et al., 2014). Also dynamic source simulations can model smaller-scale temporal and
geometrical complexities (Kato et al., 1999; Biegel et al., 2007; Bhat et al., 2007). The dynamic source
complexity (slip reactivation, rupture jump, change of direction of rupture propagation, rupture delay,
etc.) may originate from frictional and stress heterogeneity (Ripperger et al., 2007), surface re�ections
and/or from complex friction law (Goto et al., 2012; Kaneko et al., 2008; Kanamori and Heaton, 2000).
However, these models are still based on rather speculations, simpli�cations and/or unknown input
parameters. Therefore, constraints on the smaller-scale behavior from slip inversions are necessary.

Practical earthquake source analysis requires several steps that iteratively improve the image of
the source rupture process. Typically, the analysis starts with point-source interpretations, i.e. earth-
quake location and centroid moment tensor (CMT) inversion. The former provides information about
the location of rupture nucleation from rather high-frequency data, while the latter represents a low-
frequency point-source approximation of the complete rupture providing timing, location and mech-
anism of the overall slip. The CMT, possibly with other source of information based on, e.g., geodetic
measurements, can be used to identify the causative fault. Afterwards, more details about the rupture
propagation and spatial slip distribution may be inferred by means of slip inversion. It is noteworthy
that, in principle, all of these steps are associated with uncertainties that should be considered during
the eventual interpretation of the rupture process. In the papers of this Thesis we present several ex-
amples of earthquake source analysis, which comprises all the discussed steps supplemented in some
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8 CHAPTER 1. INTRODUCTION

cases by strong motion modeling. We emphasize the importance of the uncertainty estimate to prove
or disprove source features identi�ed by the inversions.

In section 1.1 I �rst overview kinematic representation of an earthquake source. I explain source
approximations and their range of validity, which are necessary for the iterative improvement of the
source details. Section 1.2 shortly discusses the calculation of seismograms and section 1.3 then overviews
the basic ideas behind the iterative analysis of the earthquake source.

1.1 Earthquake source representation

Here I brie�y overview basic equations that are used in the present Thesis when describing introduced
methods. More details can be found in the respective publications or general books on theoretical
seismology (e.g., Aki and Richards, 2002).

1.1.1 Representation theorem

Kinematic seismic source and its radiation is a well investigated theoretical problem in elastodynamics
(see, e.g.,Aki and Richards, 2002). We consider that tectonic earthquake can be described as purely shear
slip (discontinuity of displacement) ∆u(ξ, t) describing the rupture propagation along fault Σ(ξ). Such
a source can be represented by the seismic moment tensor density,

mjk(ξ, t) = µ(ξ)∆u(ξ, t) [nj(ξ)νk(ξ) + nk(ξ)νj(ξ)] , (1.1.1)

where µ is the medium rigidity, and ν and n are the unit normal to the fault and the unit vector in
the slip direction, respectively. The moment tensor can be understood as a double-couple force system.
Then displacement u(r, t) measured at position r caused by the slip is given by the representation
theorem (Aki and Richards, 2002),

ui(r, t) =

¨
Σ
Gij,k(r, t; ξ) ∗mjk(ξ, t)dξ, (1.1.2)

where ∗ denotes the time convolution and comma in the subscript means spatial derivative. Gij is the
Green’s tensor composed of solutions of elastodynamic equation in terms of displacement in direction
i for force impulse acting at position ξ in direction j.

Introducing impulse response Hi(r, t; ξ) of the medium to a point double couple dislocation,

Hi(r, t; ξ) = µ(ξ)nj(ξ)νk(ξ) [Gij,k(r, t; ξ) +Gik,j(r, t; ξ)] , (1.1.3)

the representation integral (1.1.2) reads

ui(r, t) =

¨
Σ
Hi(r, t; ξ) ∗∆u(ξ, t)dξ. (1.1.4)

Equation (1.1.4) is the basic formula used for the earthquake source analyses. Indeed, considering that
the crustal model, fault plane geometry and slip direction (rake) is considered to be known a priori (i.e.
impulse responses H are known), (1.1.4) represents a linear relationship between the slip distributed
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along the fault and the displacement observed at a receiver. Since, typically, slip rates ∆u̇ are preferred
as model parameters in slip inversions, (1.1.4) can be alternatively expressed as

ui(r, t) =

¨
Σ
H̃i(r, t; ξ) ∗∆u̇(ξ, t)dξ, (1.1.5)

where H̃i represent temporal integrals of the impulse responsesHi, i.e. H̃i(r, t; ξ) =
´ t

0 Hi(r, τ ; ξ)dτ .

1.1.2 Point source approximation

To simplify the parameterization of the seismic source it is useful to introduce its point approximation.
As discussed by Aki and Richards (2002), if receivers are located at distances larger than several times
the size of the fault, Green’s tensor derivatives Gij,k do not change much along the fault in shape, so
that their spatial dependence on the position on the fault can be approximated only by means of a time
shift, i.e.

Gij,k(r, t; ξ) ≈ Gij,k (r, t− (T (r, ξ)− T (r, ξ0)) ; ξ0) . (1.1.6)

The di�erence T (r, ξ) − T (r, ξ0) represents station-dependent temporal shift of the Green’s tensor
with respect to some (optimal) point on the fault, ξ0. Then, Equation (1.1.2) simpli�es to

ui(r, t) ≈ Gij,k(r, t; ξ0) ∗Mjk(r, t),

where time-dependent moment tensor Mjk(r, t) reads

Mjk(r, t) =

¨
Σ
mjk (ξ, t− (T (r, ξ)− T (r, ξ0))) dξ. (1.1.7)

Typically, Mjk(r, t) is considered to have the same time dependence for all components,

Mjk(r, t) = MjkΩ(r, t), (1.1.8)

where Ω(r, t) is denoted as the apparent moment time function, whereas its time derivative Ω̇(r, t) is
called the apparent source time function (ASTF), which has a pulse-like shape. ASTFs contain infor-
mation about how the rupture propagation appears to the individual stations. Since the propagating
rupture front can be considered as a moving source of radiation, ASTFs are a�ected by the Doppler-
like e�ect, called directivity e�ect in seismology. Generally speaking, the directivity e�ect leads to
apparently shorter duration of the ASTF for station located in the direction of the rupture propagation,
associated with increased maximum amplitude. Consequently, in the frequency domain, the (apparent)
corner frequency of the apparent source pulse is shifted towards higher values and the amplitudes at
higher frequencies are ampli�ed accordingly (for more details see section 2.3.3).

Even stronger simpli�cation of the earthquake source description can be obtained if one considers
frequencies much lower than reciprocal of the rupture duration. In such a case the ASTFs become
e�ectively delta-functions at time t0, leading to

ui(r, t) ≈ Gij,k(r, t; ξ0) ∗Mjkδ(t− t0) = MjkGij,k(r, t− t0; ξ0), (1.1.9)



10 CHAPTER 1. INTRODUCTION

in which t0 is called the centroid time. The equation (1.1.9) can be used to obtain time-independent
moment tensor (MT) parameters describing the faulting mechanism (strike and dip angle of the fault
orientation, and rake angle of the slip direction, see Aki and Richards, 2002) by means of �tting observed
low-frequency seismograms. Note that MT is a symmetric tensor and thus contains equivocal infor-
mation about the fault plane orientation (so-called nodal planes). In addition, position ξ0 represents
also a free parameter when interpreting real data. Its optimal position is called centroid and the MT
inferred at that location is denoted as the centroid moment tensor (CMT). In principle, causative fault
plane should cross centroidal position and coincide with one of the MT nodal planes.

1.2 Green’s functions

In the publications of this Thesis only regional, near-regional and local seismic data are considered
(i.e., teleseismic data are not considered). Almost exclusively full wave�eld synthetic Green’s functions
(GFs) are considered. No stochastic GFs were used due to their loose physical background.

In case of considering a 1D velocity model composed of homogeneous layers, GFs are calculated
by the discrete wavenumber method (DWN; Coutant, 1989; Bouchon, 1981; Kennett and Kerry, 1979).
We typically use a regional 1D model or several such models to study the dependence of the results on
the choice of the crustal model. If available, in broadband ground motion simulations we consider 1D
crustal models with site-speci�c subsurface structures to approximate the site e�ects.

For example, 1D velocity model derived from the model proposed by Bianchi et al. (2010) was used
to simulate the 2009 L’Aquila main shock in [P13] with upper-most shear wave velocity of 1700 m/s.
Although this model was appropriate to reproduce the overall wave propagation in the study area, it
caused underestimation of the high-frequency amplitude of the ground motion at rock sites. Indeed, in
central Italy sedimentary rocks are generally weathered and fractured, therefore very hard rock sites
with shallow shear wave velocity of 1700 m/s are hardly expected (Gruppo di Lavoro MS-AQ, 2010).
In order to simulate 1D site e�ects at generic rock stations, we substituted the uppermost 160m of the
regional crustal model by 60m super�cial layer with shear wave velocities of 800 m/s above another 100
m thick layer with velocity of 1200 m/s. The velocity of the �rst layer (800 m/s) is the value prescribed
for seismic bedrock by the Italian seismic code (NTC08) and similar values have been measured at
several rock stations in central Italy. The site-speci�c subsurface soil-pro�les were available for some
strong-motion stations collected in the Italian accelerometric archive ITACA.

In papers [P8] and [P15] we used Green’s functions calculated in 3D velocity models. In partic-
ular, in [P15] we used second-order �nite-di�erence code WPP (Nilsson et al., 2007), which is based
on summation-by-part stencils, featuring e�cient absorbing boundaries, vertical mesh re�nement and
visco-elastic attenuation (Petersson and Sjögreen, 2012). In addition to heterogeneous Earth models, the
code also handled complex topography by means of curvilinear grid meshing. In [P8] the 3D numerical
simulations were carried out by the highly accurate ADER-Discontinuous Galerkin scheme (ADER-DG)
using Arbitrary high order DERivatives (Dumbser and Käser , 2006; Käser and Dumbser , 2006). It solves
the heterogeneous elastic wave equations formulated as a linear hyperbolic system (velocity–stress
formulation) with arbitrary high order of accuracy in space and time on 3-D unstructured tetrahedral
meshes. The main idea of the ADER approach is a Taylor expansion in time, in which all time deriva-
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tives are replaced by space derivatives using Cauchy–Kovalewski procedure (Titarev and Toro, 2002).
In the broadband simulations, we adopted the ‘kappa’ factor (κ), introduced by Anderson and Hough

(1984) to properly describe the high-frequency spectral decay as observed in the real data. We adjust
the κ value for stations with subsurface velocity pro�le, while we �x κ = 0.01s for the generic rock
stations.

1.3 Iterative improvement of the seismic source model

Obtaining details of rupture propagation along a fault by means of slip inversion and broadband ground
motion modeling may be considered as the �nal goals of the earthquake source analysis. However,
they both cannot be performed without a prior (at least approximate) knowledge of the fault plane
position. Therefore, in several papers of this Thesis (see section 3.1.1) we follow a self-consistent chain
of operations how to study an earthquake source, which relies mainly on seismological data:

. Point-source parameters.

– The centroid moment tensor including its location is determined using low-frequency record-
ings from distant stations (regional to near-regional) in order to satisfy the assumptions of
the point source approximation.

– Earthquake hypocenter is relocated using as much stations as possible. I note that rather
high-frequency waveforms are used to pick the P and/or S wave arrivals, so that the hypocen-
ter and CMT can be considered as being obtained from independent data.

. Identi�cation of the causative fault plane (section (2.1)). The fault plane can be constrained from
aftershock distribution, geodetic observations such as satellite interferometry, and/or surface
fault trace if the rupture reaches the surface. Nevertheless, this does not need to be always
possible, e.g., when dealing with events with scarce aftershock production, or with deep events
with weak geodetic signal and no or just secondary surface expression. Other alternative is its
seismological identi�cations from the CMT solution. However, even in such case the situation
is not ideal due to the uncertainty of the CMT solution and the ambiguity of the double-couple
nodal planes. Joint interpretation of hypocenter and centroid (so-called H-C method introduced
in [P3]) proved to be useful in cases of deep events and/or for a quick analysis before the satellite
data and/or aftershocks are collected.

. Slip inversion (section 2.2). Once the fault geometry is identi�ed, data from shorter distances can
be added, maximum inverted frequency can be increased and more detailed information about
the earthquake source can be retrieved by means of slip inversion. The fault plane position and
mechanism can be optimized by means of performing the slip inversion repeatedly for varying
fault location and mechanism.

. Broadband ground motion modeling (section 2.3). The slip inversion result represents a low-
frequency approximation of the earthquake source. The slip inversion result can be enriched
by a high-frequency (synthetic or empirical) component and broadband strong ground motion
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modeling may be performed. Such modeling can provide additional constraints on the earthquake
source.

As discussed in section 3.1.1, the full cascade of operations as described above was applied to the 2011
Mw 7.1 Van, Turkey ([P14]). The analyses of the 2009 Mw 6.3 Movri Mountain, Greece, earthquake and
the 2014 doublet of Mw 6 earthquakes in Cephalonia, Greece, included all the steps but the broadband
ground motion modeling. All other events of this Thesis were analyzed only in terms of some particular
aspect as detailed in section 3.1.



Chapter 2

Methods

Here we describe methods developed within the papers of this Thesis. The methods cover most of
the areas that are necessary for interpretation of the observed seismograms in terms of earthquake
source process. In particular, section 2.1 describes a method to reveal rupture fault plane by means of
collocating the hypocenter and centroid. Sections 2.2 and 2.3 are devoted to slip inversion methods and
broadband ground modeling approaches, respectively.

2.1 Identi�cation of causative fault by collocatinghypocenter and cen-
troid (H-C method)

Seismologists have limited possibilities how to constrain geometry of the fault. Obviously, it is due to
the fact that most of the slip takes place at large depths. Only for some earthquakes the rupture reaches
the surface, creating primary fault traces. Nevertheless, even in such a case one can learn only about
the strike of the fault because the fault trace does not necessarily have to be the direct continuation
of the main fault rupture, and thus the dip angle cannot be easily inferred. Indeed, major faults are
characterized by so-called �ower structure of minor subsurface faults, upon which the slip may be just
triggered by the main rupture. The apparently straightforward case, where an earthquake occurs at or
close to a geologically well-known fault, also bene�ts from an independent check, because the “known”
fault may have a complex tectonic structure at depth.

The fault plane can sometimes be well “mapped” (constrained) by the spatial distribution of nu-
merous early aftershocks (see, e.g., [P8]). However, this technique has serious limitations. One of them
is the fact that in sparsely instrumented regions, accurate location of weak aftershocks is impossible.
Moreover, some events lack numerous aftershocks at the mainshock fault plane altogether (this is typ-
ical of intermediate-depth earthquakes). In other cases, when a large network of faults is activated in
a seismic sequence, the aftershocks exhibit a di�used pattern without any clear expression of a planar
structure. This was observed, e.g., for the 2014 Cephalonia sequence discussed in [P16] and section
3.1.5, where we had to adopt fault geometry constrained by geodetic data (GPS, InSAR), which rep-
resent another possible way to infer the fault geometry. However, these data are sensitive to shallow
slip only, which limits their application in fault plane determination. As a purely seismological al-
ternative, estimations of the directivity of the rupture in terms of rupture vector (e.g., Warren et al.,
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2015) or second-order spatial moments (e.g., Chen et al., 2010; Adamová and Šílený, 2013) can be used
to constrain the causative fault.

In [P3] we introduced a simple method to identify the fault plane, which is immediately applicable
(under favorable conditions) when a reliable earthquake location and its CMT are available. Location,
based on travel times, provides the hypocenter position (H), the place at which the rupture propagation
initiated. The CMT solution from relatively long-period waveforms provides the centroid (C), which is
the point-source approximation of the dominating slip region(s) on the fault. The CMT solution also
gives two nodal planes passing through C de�ned by the strike and dip angles of the moment-tensor
solution. Assuming a planar fault, the fault plane can be identi�ed as that one among the two nodal
planes that encompasses the hypocenter. This is what we call as H-C method. Its great potential is in
simple linking of the independent pieces of short- and long-period seismic information. [P3] discusses
the favorable conditions in terms of the mutual position of H and C, and presents an example application
on the deep Mw 6.2 2008 Leonidio, Greece, earthquake. The preferred fault plane was later linked with
the “storm” of earthquakes in Greece that took place in 2008 by Durand et al. (2014). In particular, they
associated the event with breakup of the subducting African plate (below the Aegean-Anatolian plates).
The fault plane we suggested agrees with the geometry of a preexisting normal or thrust fault in the
slab.

We note that the H-C method is particularly useful for quick identi�cation of the earthquake fault
plane. Such information would be important for fast simulation of strong ground motions (Shake Maps)
for post-event emergency services. I point out that in practical applications the best approach is to
combine all constraints on the fault plane stemming from various datasets. In our slip inversions we also
perform grid-search over fault parameters to further re�ne the fault plane geometry and slip direction
([P14, 16, 18]).

2.2 Earthquake slip inversions

Finite fault slip inversions play a crucial role in understanding earthquake rupture phenomenon. In
particular, inferred source models are used to develop dynamic rupture models, providing constraints
on stress state and frictional properties of faults (Ide and Takeo, 1997; Day et al., 1998; Dalguer et al.,
2002; Zhang et al., 2003, etc.), to study earthquake source scaling and determine the earthquake slip
heterogeneity (Causse et al., 2010; Mai and Beroza, 2002; Somerville et al., 1999, etc.). Source inversion
results are also used to conduct post-seismic stress-change calculations for seismic hazard assessment
(e.g., Nalbant et al., 2013), to analyze possible fault segment reactivations (Vallée and Satriano, 2014, and
references therein) and instability of asperities of repeating earthquakes (e.g., Custódio and Archuleta,
2007). Quick slip inversions have the potential to improve community products such as ShakeMaps for
fast response (e.g., Cultrera et al., 2013).

Since the 70-80’s many slip inversion methods have been introduced (e.g., Custódio et al., 2009;
Dreger and Kaverina, 2000; Ji et al., 2002b; Monelli and Mai, 2008; Piatanesi et al., 2007; Hartzell et al.,
2007, and references therein). They basically di�er in how the rupture model is parameterized and
which regularizations or constraints are applied. Some methods are utilized even routinely for large
earthquakes and published online (see, e.g., the USGS website). However, there is currently no consen-
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sus about which of the slip inversion methods is preferable, and there are doubts about the reliability
of the inferred source models due to the inherent non-uniqueness (i.e. ill-conditioning) of the inverse
problem (Hartzell et al., 2007; Shao and Ji, 2012). As a consequence, the slip inversion results for in-
dividual events as obtained by various authors may di�er (e.g., Clévédé et al., 2004). Moreover, using
various data (near-�eld, teleseismic, regional, static co-seismic) and their combination can provide also
di�erent models (e.g., Delouis et al., 2002). This makes slip inversions a subject of still active research.

2.2.1 Overview of slip inversion methods

Depending on the rupture parameterization we can distinguish several basic classes of slip inversion
methods:

. Linear inversion techniques (usually called multi-time window) are based on a discretized version
of the representation theorem (Eq. (1.1.5)). The slip rate functions are parametrized by elementary
functions (overlapping narrow triangles, delta-like, etc.) at several or many time windows. The
windows span various time intervals ranging from relatively small fraction of the source duration
(e.g., Delouis et al., 2002; Hartzell and Heaton, 1983) up to the total rupture duration (e.g., Frankel
and Wennerberg, 1989; Das and Kostrov, 1994; Olson and Anderson, 1988; [P7, 11, 15, 16, 17, 18]).
After proper spatial discretization of the fault, this formulation typically results in relatively
large number of model parameters (thousands) to be inverted. Those are related linearly to the
wave�eld. The inversion is usually performed in L1 or L2 norm considering regularization by
means of smoothing and positivity constraint (Hartzell et al., 1991). The result then represents the
slip rate functions along the fault. Those might be post-processed to obtain kinematic parameters,
such as rupture time and rise time, peak and static slip, etc. Although the linear inversion is very
fast and recently possible on a common PC, any practical uncertainty analysis is prohibited due
to the overwhelming number of model parameters. Thus the methods can be assessed only by
means of synthetic tests, such as those presented in [P15, 17].

. Another class of inversion methods, so called nonlinear (or parametric), utilizes the representa-
tion theorem as well, but the shape of the slip rates is prescribed a priori. This way, the source
model is parametrized by means of kinematic quantities (typically rupture time and rise time,
peak slip rate, etc.) that are, generally, nonlinearly related to the wave�eld. The major advantage
of the parametric (nonlinear) inversions is that they deal with much lower number of parame-
ters (hundreds), thus allowing for an uncertainty analysis by means of, e.g., Monte Carlo sam-
pling of posterior probability density function (Raza�ndrakoto and Mai, 2014; Monelli et al., 2009;
Cirella et al., 2012). A special subclass of nonlinear methods is represented by models, which are
parametrized by relatively small number of parameters. For example, Vallée and Bouchon (2004)
consider one or two elliptical slip patches, over which the rupture propagates at a constant speed.
The authors then grid search for the location and geometry of the ellipses and the rupture speeds.
Twardzik et al. (2012) introduced a similar model using rupture dynamics with slip-weakening
friction law. In this model the source is composed of elliptical cracks, dynamic parameters of
which are also grid-searched. The main advantage is that such models have very small amount
of rupture parameters (tens), allowing for (almost) full sampling of the parametric space and
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thus very simple and e�cient uncertainty analyses. The inversion approach introduced in [P12]
is similar to that of Vallée and Bouchon (2004), allowing slightly more general source description
to capture more complex rupture models, while still keeping the number of model parameters
low.

In the following sections 2.2.2 and 2.2.3 I describe slip inversion methods that were introduced, tested
and applied in the papers of this Thesis. Sections 2.2.2.4 and 2.2.2.5 deal with uncertainties and arti-
facts in the linear slip inversion methods related to the imprecise knowledge of the velocity medium
and detailed rupture location and geometry. Section 2.2.4 overviews the international benchmarking
experiment Source Inversion Validation and describes my contributions to this e�ort including newly
proposed method for comparison of the inferred source models.

2.2.2 Linear inversion methods

Linear inversion approaches have recently regained attention for its a-priori unconstrained source
parametrization. This is especially important if rupture propagation complexities are expected. In-
deed, linear inversions, especially when using long time windows, have the advantage of very general
description of the source model. The result of the inversion are slip rates as a function of fault posi-
tion without any prescribed nucleation point, shape of slip rate, rupture speed, etc. Therefore, linear
inversion has the potential to infer even unexpected complex features of the rupture evolution, such
as delays, slip reactivation (multiple rupturing), rupture-propagation reversals, etc. The formulation
allows also to correctly capture the supershear rupture propagation including the associated trailing
Rayleigh pulse (Dunham and Archuleta, 2004; Mello et al., 2014).

Linear inversion methods are based on the representation integral (1.1.5) discretized in time and
space. Typically the spatial discretization is considered smooth enough to achieve its continuum limit
(Spudich and Archuleta, 1987; Beresnev, 2003). In [P7, 11, 12, 14, 15, 16, 17, 18] we considered spatial
and temporal sampling with equidistant steps ∆L, ∆W , and ∆t, respectively. Moreover, the temporal
duration of the slip rates is the same everywhere on the fault, covering the whole time interval between
the rupture onset and its considered arrest.

After the discretization of the spatial and temporal integrals in (1.1.5), the representation theorem
can then be expressed in a matrix form as

d = Gm, (2.2.1)

where vector d (sizeN ) contains the displacement wave�elds u of all stations and components consid-
ered, vector m (size M ) encompasses model parameters in terms of the spatial and temporal samples
of the slip rates (i.e. space-time amplitudes of the slip rates). Matrix G (size N ×M ) contains the re-
sponses to point-source excitations by the individual elementary spatial-temporal elementary subfaults
of model vectorm.

Inverse problem requires regularization. In the next subsections we discuss possible ways how to
constrain the inverse solution.
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2.2.2.1 Iterative linear slip inversion

In [P7] we propose to solve the inverse problem by means of the conjugate-gradient technique. As-
suming L2 norm of the di�erence between the data and synthetics (see Eq. (2.2.1)), the mis�t is

M(m) =
1

2
(d−Gm)T (d−Gm) , (2.2.2)

where T represents matrix transpose. The derivative of the mis�t with respect to the model parameters
(i.e. samples of the slip rate functions) is

∂M

∂m
= GT (d−Gm) . (2.2.3)

In Eq. (2.2.3) the term in parenthesis corresponds to residual seismograms for given model m, and
the matrix multiplication represents correlations of the residuals with with impulse responses of the
medium, or convolutions of the residuals with time-reversed impulse responses (for a detailed deriva-
tion see the electronic appendix of [P7]). In other words, the mis�t derivative is given by the back-
propagation of the residual seismograms towards the source, which makes the approach similar to the
adjoint tomographic inversions. Positivity constraint on the slip rate samples is achieved by means of
switching to logarithms of the model parameters (see [P7]). The formulation can be also supplemented
by constraint on the total seismic moment.

For the conjugate-gradient technique a good initial source approximation is necessary. In [P7] we
consider a smooth slip patch located at the centroid. The resulting iterative approach then reveals the
spatio-temporal evolution of the earthquake rupture process as we illustrate on a synthetic test. The
method was applied to investigate a line-source model of the damaging Mw 6.3 2008 Movri Mountain
earthquake in Greece ([P7]).

2.2.2.2 Truncated singular value decomposition

Olson and Apsel (1982) were the �rst to utilize Singular Value Decomposition (SVD) to the linear slip
inversion. Detailed presentations of the role of the SVD in understanding the properties of linear-
inverse problems can be found in textbooks on inverse problems (e.g., Press et al., 1992; Lawson and
Hanson, 1995; Menke, 2012), or, for example, Olson and Apsel (1982) and [P11, 17] in the context of
the slip inversions. The SVD approach implicitly assumes as the mis�t function the L2 norm of data
residuals with respect to model predictions (2.2.2).

The SVD of matrix G is

G = UΛVT, (2.2.4)

in which U and V are orthonormal matrices (UTU = I, VTV = I) of size N × N and M × M ,
respectively, and Λ is a diagonal matrix of size N ×M consisting of positive singular values λi, i =

1..min(M,N), sorted in a descending order. The columns V i of matrix V are called right-singular
vectors. They are also eigenvectors of matrix GTG (size M × M ), forming an orthonormal basis
system in the model space and are associated with eigenvalues λ2

i . The columns U i of matrix U are
called left-singular vectors, and represent orthogonal basis in the data space. The �rst min(M,N)
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vectors U i are projections of vectors V i from the model space to the data space:

U i = GV i/λi, i = 1..min(M,N), (2.2.5)

that is, normalized seismograms generated by the individual model-space singular vectors.
The generalized solution of the inverse problem considering the L2 norm (2.2.2) is de�ned as m̃ =

G#d, in which G# = VΛ#UT is the pseudo-inverse of G, where Λ# is formed by replacing every
nonzero diagonal entry of Λ by its reciprocal and transposing the resulting matrix. This is equivalent
to expressing m̃ as a linear combination of basis vectors V i,

m̃ =
∑

i=1..min(M,N)

m̃iV i, (2.2.6)

in which the ith spectral component of the singular vector expansion of the model vector is given by

m̃i = U i � d/λi, i = 1..min(M,N), (2.2.7)

where the centered dot represents the scalar product. Similarly, the data vector can be expressed as
d =

∑
i=1..min(M,N) d̃iU i, in which the ith spectral component of the data vector is d̃i = U i � d. The

�rst min(M,N) spectral components of the data and model vectors are thus related by d̃i = λim̃i.
From the latter expression it follows that the smaller is the singular value, the less sensitive is the data
component to a given change of the corresponding model component; in other words, the singular
value bears information about the sensitivity of the data to the particular basis function in the model
space. Moreover, the relation m̃i = d̃i/λi shows that noise in a data component associated with small
λi is ampli�ed by the inversion; the singular value thus also bears information about the sensitivity of
the model to additive data noise.

Olson and Apsel (1982) divided the inversion solution into two parts: stable and unstable, which are
associated with larger and small singular values, respectively. The singular vectors than form so-called
co-image and (e�ective) null subspaces in the model space. A possible regularization of the inverse
solution is obtained by using only singular vectors from the co-image space to form the solution. The
so-called truncated solutionmT is thus de�ned as

mT =
∑
i=1..K

m̃iV i, (2.2.8)

in which K is the index of the smallest singular value larger than λc considered as the separation
between the co-image and null spaces.

We note that for a given fault position the shapes of the singular vectors are determined by distri-
bution of stations and crustal structure. This information is independent of the actual rupture model
and data (seismograms). In [P11] we show examples of singular vectors for a realistic con�guration
of near-regional stations for example application to the 2008 Mw 6.3 Movri Mountain, Greece, earth-
quake. Starting with the analysis of singular vectors for individual stations, the �rst singular vectors
are shown to have the character of smooth inclined strips with angles given by the station azimuths
with respect to the fault strike. When the whole station network is considered, more complex shapes
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appear, being combination of the individual station strips. Such a smooth (’low-frequency’) character
of the singular vectors is advantageous because, typically, synthetic Green’s functions are more reliably
estimated in the low-frequency band. The singular vectors with lower data sensitivity (associated with
small singular values) have more complex (’high-frequency’) shapes, being more vulnerable to Green’s
function imperfections and/or noise in the data. More on this issue can be found in section 2.2.2.4.

In [P12] we supplemented the TSVD method by the positivity constraint on the slip velocity using
the non-negative least-square (NNLS) approach (Lawson and Hanson, 1995). To be able to truncate
while using NNLS, the augmented matrix approach is used (Olson and Apsel, 1982). This way, a new
set of equations is thus added to the problem to minimize the contribution from the truncated singular
vectors in the NNLS solution.

2.2.2.3 Linear slip inversion with prior covariance

In [P15] we propose to consider a prior covariance function as a smoothing constraint and constrain
scalar seismic moment M0 of the earthquake. In such a case, the L2 mis�t function reads

M(m) =
1

2
(d−Gm)T C−1

D (d−Gm)+
1

2
(m−mA)T C−1

M (m−mA)+
1

2σM0
(E �m−M0)2 ,

(2.2.9)
where CD and CM denote the data and prior covariance matrices, σM0 is the weight of the seis-
mic moment constraint, and E is a vector of seismic moments of the elementary subfaults i, Ei =

µi∆L∆W∆t. We assume σM0 = M0 andmA = 0.
In order to apply the non-negativity constraint on the slip rates, we write a system of equations,

mis�t function of which is the same as in Eq. (2.2.9),

U−T
D G

U−T
M

1
σM0

E

m =

 U−1
D d

0
1

σM0
M0

 . (2.2.10)

In Eq. (2.2.10) matrices UD and UM are (upper) triangular matrices obtained by Cholesky decomposi-
tion

(
C = UTU

)
of CD and CM, respectively. The augmented matrix and augmented data vector in

(2.2.10) are inputs to the fast NNLS subroutine by Luo and Duraiswami (2011) that takes advantage of
the e�cient multi-core Intel Math Kernel Library.

Let me remark that Fan et al. (2014) formulated the linear inverse problem in frequency domain,
which, however, prevented them from applying the positivity constraint. I also note that the present
approach could be converted to the more classical one with spatial smoothing by means of a Laplace
operator applied on m (e.g., Hartzell and Heaton, 1983; Sekiguchi et al., 2000) by substituting matrix
U−T

M in Eq. (2.2.10) by a discretized version of the Laplacian.
In [P15] we consider CM to be composed of discretized prior covariance function σ2

McM (τ, x, y)

with temporal lag τ , and with spatial lags x (along strike) and y (along dip), where σM is the marginal
standard deviation of the model parameters (cM itself is considered to have unit variance). We assume
further that the Fourier spectrum of cM (i.e. slip-rate power spectral density) is proportional to



20 CHAPTER 2. METHODS

cM (f, kx, ky) ∝

(
1

1 + (kxL)2 + (kyW )2

)2

, (2.2.11)

where f is frequency, and kx and ky are wavenumbers in the along-strike and along-dip directions,
respectively. Since cM in (2.2.11) is independent of f , the prior model parameters are considered to
be statistically independent of time. From (2.2.11) it also follows that the slip rates are considered to
have k−2 amplitude spectrum in the spatial domain (with radial wavenumber k =

√
k2
x + k2

y). The
particular choice of the spectral decay in Eq. (2.2.11) follows theoretical (Andrews, 1980; Herrero and
Bernard, 1994; Gallovič and Brokešová, 2004) and observational (Somerville et al., 1999; Mai and Beroza,
2002) studies on spatial properties of earthquake slip distributions. Note that the covariance function
controls the spectral decay (i.e. smoothness) of the solution.

The developed suite of codes for linear slip inversions and resolution analysis has been made pub-
licly available under the name LinSlipInv at https://github.com/fgallovic/LinSlipInv.

2.2.2.4 Analysis of slip inversion uncertainty and artifacts

Let us �rst review some general properties of a linear slip inversion. The minimization of L2 mis�t
function (2.2.2) is implicitly controlled by the condition number of matrix GTG. We note that matrix
G of the forward problem is composed of Green’s functions (GFs), and thus GTG contains cross cor-
relations of the GFs along the fault. Therefore, the performance of linear slip inversion is determined
by the variability of the GFs along the fault. Due to the necessity of �ne fault sampling to accurately
compute the representation integral, for each station the adjacent GFs are alike and hence strongly
correlated. This e�ectively lowers the rank of GTG, and thus the matrix becomes generally not in-
vertible. To correct for this, regularization by smoothing or inclusion of a prior covariance matrix must
be employed (section 2.2.2.3). In particular, in case of distant (near-regional) receivers, the di�erence
between neighboring GFs is merely a time shift, leading to strong spatial-temporal trade-o�s (P[9, 11]).
In the extreme case of using only direct S waves, modeled as rays in the Fraunho�er approximation, the
forward problem becomes equivalent to the Radon transform with a well-de�ned kernel in the space-
time domain even for continuous station coverage, implying that, in principle, some slip models cannot
be recovered (e.g., Menke, 1985; Bindi and Caponnetto, 2001).

Olson and Apsel (1982) divided the inversion solution by means of SVD into two parts: stable and
unstable. The stable part is demanded by the data, while the unstable part is unrecoverable by the
data alone. Thus the key question to be addressed is whether the stable part re�ects at least the major
features of the true model. If not, the inversion is said to contain artifacts. Possible artifacts of the
seismic slip inversion were investigated in [P9] considering a near-regional station distribution. The
main concept of seismic source tomography, i.e. the projection lines (along which the observed signals
are back-projected to the fault) was extended to complete wave�elds. The so-called “dynamic projection
strips” (DPSs) were de�ned, and a method to construct the strips from waveforms was described. In
this way, each individual station role in the inversion can be better understood. Synthetic models with
two asperities (two unilateral and one bilateral rupture scenarios) were considered as examples. They
were analyzed using two independent slip inversion methods, both resulting in a biased rupture speed
for all scenarios and a strong false asperity in the middle of the bilateral fault. The artifacts can be

https://github.com/fgallovic/LinSlipInv
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explained by the DPS analysis as a result of inherent non-uniqueness of the inverse problem due to the
joint e�ect of the two true asperities. Removal of some slip artifacts by imposing various constraints
was also discussed. The ideas were applied to the Movri Mountain earthquake in Greece, Mw 6.3, June
8, 2008. Few equivalent non-smooth models, all �tting near-regional waveforms equally well, were
illustrated.

Contrary to the above mentioned intuitive, physically-based approach, in [P11] we complemented
the analysis of artifacts by a mathematically-based approached exploiting the SVD approach (see sec-
tion 2.2.2.2). When inverting waveforms for the slip velocity image, the sum over singular vectors is
truncated, preserving only the so-called leading singular vectors. Keeping only a few leading singular
vectors works seemingly as smoothing due to the smooth character of the singular vectors themselves.
However, such regularizations (although providing a stable solution) may also have a negative e�ect
on the inversion. For example, in [P11] we demonstrate that truncation of the symmetric bilateral
rupture with little slip at the hypocenter discussed above results in a model with the strong asperity
at the hypocenter. Thus, the truncated solution not only limits the resolution, but in some problems
even simple and stable structures in the parameter space may di�er from the true ones. Note that this
does not mean that the stable structures are incorrect. It is a correct part of the solution of the inverse
problem, however, it is an incomplete representation (approximation) of the true solution. Therefore,
generally speaking, the success of the inversions depends on how well the true (unknown) slip model
can be decomposed into the leading singular vectors.

From the above discussion it follows that it is important to have the singular vectors with a ‘rich’
space-time pattern, which happens in case of near-�eld stations with good azimuthal coverage. This
is demonstrated in [P12, 15, 17] on the L’Aquila earthquake applications, where we deal with near-
source data in a 1-D layered and 3-D complex structures. In such case the wave�eld is inherently more
complex even at relatively low frequencies (< 0.5 Hz), comprising strongly spatially variable near-�eld
and intermediate-�eld terms (consisting of both P and S waves) and free surface e�ects. Therefore, the
GFs are much more variable along the fault plane with respect to the near-regional case discussed in
P[9, 11], making GTG better conditioned and the inversion better constrained. Nevertheless, I stress
that even in such a case it is still important to �rst properly understand the e�ects of smoothing and
the role of imperfect GFs before application to real data.

2.2.2.5 Limitations due to the complexity of the wave propagation

The performance of the slip inversion is limited by the presence of errors in the data and the quality of
the waveform modeling. The data error may be due to instrumental or ambient noise e�ects. However,
in most source inversion studies including those of this Thesis the signal-to-noise ratio is rather high
and data corrupted by strong instrumental disturbances (e.g., Zahradník and Plešinger , 2010; Vackář
et al., 2015) are typically omitted. The second source of errors is related to the imperfections of the
Green’s functions (GFs) due to the inaccuracy of the crustal model considered. A third source is related
to the uncertainty of the fault location and its precise geometry, which can be to some extent considered
as equivalent to the previous one.

In literature many synthetics tests of slip inversions were documented, most of them being per-
formed using the nonlinear inversion techniques (Konca et al., 2013; Shao and Ji, 2012; Raza�ndrakoto
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and Mai, 2014). The message regarding the inversion performance is typically optimistic. The prob-
lem is that such ’positive’ tests are typically performed under conditions that are far from those met
in real-data applications. For example, Shao and Ji (2012) demonstrated on the SPICE source inversion
validation test BlindTest1 that the nonlinear inversion performs well considering frequency range 0-
2Hz, precise Green’s functions and fault location, and almost perfect station coverage. In some cases
the authors ’simulate’ the real conditions, e.g., by introducing imperfections in the Green’s functions
(Graves and Wald, 2001; Ji et al., 2002a; Piatanesi et al., 2007; Konca et al., 2013; Raza�ndrakoto and Mai,
2014) or data, such as by adding uncorrelated Gaussian noise to the ’observed’ data (Shao and Ji, 2012;
Sekiguchi et al., 2000; Ji et al., 2002b; Cohee and Beroza, 1994; Bernauer et al., 2014). The stability of the
inverted slip models in these synthetic tests is in contradiction with di�erences found in models ob-
tained by various authors using various inversion methods and/or datasets. For example, Clévédé et al.
(2004) compare models of the Izmit earthquake inverted by various authors and various techniques,
some of them being characterized by rupture complexities, and some not.

To understand the inversion performance properly, one needs to perform synthetic tests under con-
ditions that are as realistic as possible. Therefore, in [P15] we performed a series of synthetic tests to
understand the behavior of the linear slip inversion with prior covariance, positivity constraint and a
long time window (section 2.2.2.3) in terms of stability and sensitivity to 3D crustal structure. In partic-
ular, we discussed the e�ect of smoothing and the use of imperfect Green’s functions. All the tests are
performed under realistic conditions corresponding to the Mw 6.3 L’Aquila earthquake by considering
i) real station distribution, ii) the same frequency range as used in the real data case, iii) the test crustal
model being based on 3D tomography and including topography and realistic random velocity varia-
tions. In the inversion tests we consider a smooth target model as well as a point dislocation model to
analyze the inversion resolution in detail. In particular, we analyzed how neglecting 3D heterogeneous
earth crust properties (velocities and topography) a�ect source imaging results. With this aim we cre-
ated a set of synthetics using complex 3D crustal model and topography and inverted them in a �at 1D
structural model, considering various strengths of the smoothing constraint. We found that time of the
slip-rate peak is the least a�ected source parameter and that imprecise Green’s functions can introduce
arti�cial slip-rate multiples especially at shallow depths. We concluded that the inversion result cannot
be taken as it is, but it must be interpreted taking into account the lessons learned from the synthetic
tests. Only this way one can conclude which of the model features are convincing and which of them
are doubtful, having several possible explanations.

2.2.3 Multiple-Finite Extent (MuFEx) source model

As discussed above, the linear slip inversions are highly vulnerable to occurrence of artifacts especially
in unfavorable conditions (see section 2.2.2.4). Moreover, the abundant number of model parameters
prevents from any uncertainty analysis. Therefore, in some applications it is advantageous to restrict
ourselves to more simple source models with lower number of parameters to overcome these issues.

In [P12] we introduced a simple source model composed of Multiple Finite-Extent (MuFEx) sub-
sources of rectangular shapes. The slip amplitude, rupture velocity, rake and rise time are assumed to be
constant within each subsource. The rise time is assumed smaller than the reciprocal of the maximum
investigated frequency, so that the slip rate function corresponds e�ectively to an impulse function.
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The size and location of the MuFEx subsources have to be inferred independently by other method(s),
e.g., a linear slip inversion, or the iterative multiple-point source deconvolution by the ISOLA package
(Sokos and Zahradník, 2008, 2013).

Each MuFEx subsource is characterized by an individual set of trial nucleation points, rupture veloc-
ities and nucleation times. The inversion is performed by means of grid search. For each combination
of these parameters, the slip values of the subsources are determined by the least-squares approach.
Each model is then characterized by its �t with observed data in terms of variance reduction VR. Ne-
glecting all models with negative slip values and considering minimum acceptable VR, we end up with
a set of plausible rupture models. This procedure thus not only provides a best-�tting model, but also
a whole range of acceptable models, allowing for a straightforward uncertainty analysis. Examples of
the application of this method can be found in sections 3.1.3 and 3.1.4, and papers [P12, 14]

2.2.4 Comparison of slip inversion results by exploiting the eigenstructure of the
inverse problem

An important step in understanding the variability of the inverse solutions obtained by various methods
and/or inversion setups is to characterize the similarities and di�erences of the inverted models. For
example, Clévédé et al. (2004) demonstrated that slip models of the 1999 Izmit earthquake inverted by
various authors agree in terms of the second order moment tensor properties. Zhang et al. (2015) and
Raza�ndrakoto et al. (2015) developed and calibrated advanced comparison techniques and presented
example applications to models from synthetic tests. Moreover, the latter comparison approach has
been also applied to published rupture models of the 2011 Tohoku earthquake. However, those methods
were used only for comparing the �nal slip distribution.

In [P17] we propose an alternative approach to compare the complete space-time evolution of in-
ferred rupture models. The method is based on a spectral decomposition of the forward operator using
SVD (see section 2.2.2.2), providing basis functions (singular vectors) V i in the model space. These can
be divided into those lying in either the co-image space or the null space, associated to large and small
(or even zero) singular values, respectively. One can then decompose any source model into two parts
made of linear combinations of singular vectors lying in the co-image and in the (e�ective) null space.
It is desirable for any slip inversion method to reveal correctly those model features that are resolvable,
i.e. those lying in the co-image space. The inversion results obtained by di�erent methods may then
di�er in their null space contributions, which are implicitly determined by the particular choices of
source model parameterization and regularization of each method. I point out that since matrix G has,
in general, smoothly decaying spectrum without a clear boundary between the co-image and the null
space, the choice of a cut-o� singular value that separates co-image and null spaces is not obvious. In
[P17] we proposed an objective criterion to de�ne the cut-o� singular value in practice, which is based
on the Discrete Picard criterion, a fundamental condition for stability of regularized solutions of the
inverse problem, which requires the spectral amplitudes of the data to decay faster than the singular
values (e.g., Hansen, 2010).

In [P17] we illustrate the proposed comparison technique through an example from an international
synthetic benchmark experiment conducted under the Source Inversion Validation (SIV) initiative (Mai
et al., 2016), which aims to characterize and understand the performance of slip inversion methods
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(http://equake-rc.info/SIV/). Up to now, four benchmark test cases have been proposed, some of
which were conducted as blind tests. The benchmarks di�er in the properties of the target models and
in the amount of information provided to the modelers. In the benchmark problem SIV2a considered in
[P17] the crustal model is known exactly and the fault plane location is given with some uncertainty.
Modelers are asked to download synthetic data calculated at an array of receivers, perform their inver-
sion and eventually upload their model on the website. For the SIV2a benchmark, 10 slip models have
been uploaded so far, including updates of the individual solutions. I have contributed by uploading so-
lution obtained by the linear inversion approach with slip-rate positivity constraint and smoothing by
means of the prior k−2 covariance functions assuming several strengths of the smoothing constraint.
Mai et al. (2016) ranks my solution “gallovic2” of the INV1 benchmark second best among the uploaded
slip models based on the comparison metric of Raza�ndrakoto et al. (2015). For the SIV2a benchmark,
Mai et al. (2016) demonstrates that good waveform-�tting can be achieved despite remarkably di�erent
rupture models obtained by various participants. Using the comparison metric of Raza�ndrakoto et al.
(2015) to these solutions, Mai et al. (2016) �nd that only four models fall in the category “good”, but it
is clear that solutions “asano” and “gallovic1” clearly outperform the other solutions.

In [P17] we compare selected models inferred by various authors using various techniques (see Ta-
ble 2.1). The models show signi�cant di�erences, which can be ascribed to i) di�erent model parametriza-
tion (linear, nonlinear, nonlinear with very few parameters, etc.), ii) di�erent inversion setup (choice of
frequency ranges, �lter types, station/component weights, smoothing constraints, etc.), and iii) di�er-
ent GFs (slightly di�ering fault plane position and orientation, di�erent rake angle, numerical issues,
etc.). The tests performed in [P17] utilizing the Picard condition and the comparison of the inverted
models indicate that due to the use of imperfect Green’s functions the e�ective rank of G is 637, cor-
responding to the subspace associated to singular values larger than 1/10 of the maximum singular
value λMAX . The source models obtained by various modelers using di�erent inversion methods for
the SIV2a problem (see Table 2.1) agree well with each other when the comparison is restricted to the
well-resolved part of the true model, i.e. to the e�ective range of G. The models thus mainly di�er in
their respective contribution from the null space, which is determined by the particular priors implied
by their choices of regularization or parameterization and a�ected by the imperfections of the GFs.

We note that although the truncated models capture the overall rupture propagation, their �nal slip
distributions are biased, showing distinct spurious peaks below the stations lying above the rupture.
This suggests that although the overall characteristics of the rupture propagation can be retrieved rel-
atively well, the static slip distribution is not very well constrained. Hence, each station has enhanced
sensitivity in its vicinity. This example highlights the abstract nature of the co-image subspace: a trun-
cated model, although robust, may display source patterns that are not directly amenable for physical
interpretation, which was already pointed out in Sec. 2.2.2.4.

The comparison of SIV2a benchmark solutions presented here suggests that the linear methods
perform better than the nonlinear ones. That might be true in this particular case where the fault-plane
geometry and the GFs are almost exact. However, nonlinear methods can be potentially less sensitive
to imperfections in the GFs, thus providing more robust (albeit less precise) solutions. They can also
work with other objective functions than the L2 norm considered here, putting emphasis on di�erent
aspects of the wave�eld and potentially leading to di�erent solutions (Hartzell et al., 1991). Moreover,

http://equake-rc.info/SIV
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Model name
Method

Description Data processing

Gallovic0.01
[P15]

Linear multi-time window inversion approach
with long duration of slip rate functions (equal to
the assumed duration of the rupture process).
Constraints: i) smoothing by means of a prior k−2

covariance functions, ii) positivity of the slip rate
function. The smoothing weight is relatively small
(perhaps not applicable in real-data application).

Bandpass Butterworth
�lter in range of 0.05-0.5
Hz (4 poles, causal).

Gallovic0.1
[P15]

Same as Gallovic0.01, but with more severe
smoothing (similar to that used in real data
applications).

Same as Gallovic0.01.

Hoby
(Raza�ndrakoto
and Mai, 2014)

Parametric (single-time window) inversion
assuming triangular slip rate function. Parameters:
rupture times, rise times, peak slip rates.
Metropolis algorithm is used to optimize the
parameters considering L2-norm.

Butterworth bandpass in
range of 0.01-1 Hz.

CedricT3
(Twardzik et al.,
2012)

Simpli�ed source model considering two elliptical
slip patches, triangular slip rate function and
constant rupture velocities along the patches.
Parameters: location and size of the ellipses,
rupture velocities, onset times of the subfault
patches. Neighborhood algorithm is used to �nd
the best �tting parameters considering L2-norm.

Butterworth bandpass
�lter in range of 0.1 - 1.0
Hz (4 poles, 2 passes -
acausal).

Asano
(Sekiguchi et al.,
2000)

Multi-time window linear inversion with
spatiotemporal smoothing constraint. Weight of
smoothing is determined by minimizing the
Akaike’s Bayesian Information Criterion (ABIC).

Bandpass �lter in range
of 0.05 - 1.0 Hz.

Table 2.1: List of the inverted models of the SIV2a benchmark with brief explanation of the applied
inversion techniques. Adopted from [P17].
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the nonlinear methods have the advantage of working with generally lower number of parameters,
which enables e�ective uncertainty analysis (e.g., Cirella et al., 2009).

We note that it is not straightforward to compare the performance of linear slip inversion to the
non-linear slip inversions and to transfer lessons learned in one of the methods to the other. Such
generalization requires further considerations. We present here an analogy with the problem of spectral
estimation. In our understanding, linear approach to slip inversion can be seen as “nonparametric”
approach in spectral estimation (i.e. nonparametric spectral estimators). In nonlinear inversions the
rupture is parameterized assuming some shape of slip rate function, rupture propagation, etc., which
would correspond to “parametric” spectral estimators. It is well known that the parametric spectral
estimators have higher resolution than their nonparametric counterparts due to the use of a model to
explain the observed signal. Thus, in analogy considered here, the parametric (nonlinear) inversions
could be able to resolve parameters more precisely due to the use of a rupture propagation model.
However, the higher resolution in the parametric estimations is appropriate only when the adopted
model is correct, which is of course very hard to prove (especially in the seismic source analysis when
we are not very sure about exact behavior of the rupture process). In similar sense, it is not simple to
extend our conclusions to the so-called dynamic slip inversions (e.g., Peyrat and Olsen, 2004), where the
source model is described by a friction law and a stress state.

2.3 Broadband strong ground motion modeling

Modeling realistic time histories of displacement, velocity and acceleration in broad frequency range in
the vicinity of a fault is of great importance for seismic engineers in determining the structural response
and in damage estimation. Physics-based strong ground motion simulations can provide a realistic rep-
resentation of site-speci�c ground motions through a detailed modeling of the seismic source process,
waves propagation and local site response. Especially at short fault distances the simulations require
physically plausible earthquake source model. Such model must be compatible with basic characteris-
tics observed in earthquake source studies of real events and with properties suggested by earthquake
source dynamics. Moreover, the method must be able to provide ω-square source spectrum in a broad
frequency range, which is commonly observed in the real data (Aki, 1967).

The simplest ω-square amplitude spectrum of the source time function introduced by Brune (1970)
reads

|Ω0(f)| = M0

1 + (f/Fc)
2 , (2.3.1)

where M0 and Fc are the seismic moment and corner frequency of the target event, respectively. The
acceleration spectrum is then characterized by a plateau described as:

lim
f→∞

(2πf)2 |Ω0(f)| = (2π)2M0F
2
c . (2.3.2)

The corner frequency of the target event can be converted to standard Brune stress drop ∆σ (Keilis-
Borok, 1959; Brune, 1970) using formula FC = 49β(∆σ/M0)1/3, β being the shear wave velocity
(3.5km/s in our application). Stress drop ∆σ can be determined through the �t with the observed
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high-frequency seismograms.
A summary and comparison of some of the �nite-extent broadband kinematic models are given by,

e.g., Hartzell et al. (1999). Let us distinguish the models into integral and composite, according to the
source representation.

. In the integral approach (Bernard et al., 1996;Gallovič and Brokešová, 2004; Liu et al., 2006; Schmedes
et al., 2012; Gusev, 2012; Song, 2016, etc.), the source process is described by a spatial-temporal
distribution of slip function over the fault. Strong ground motions generated by such source
model are calculated by means of evaluating the representation integral along the fault (see Eq.
(1.1.2)). Numerically, the fault is discretized on a �ne grid and the representation integral is sub-
stituted by a sum, so that the �nite extent source is represented as a coherent superposition of
point sources distributed regularly along the fault. The spatial spacing must be small enough to
avoid numerical problems in the integral evaluation (Spudich and Archuleta, 1987). It is clear that
this procedure could require much numerical e�ort at high frequencies due to the necessity of
dense discretization and evaluation of large number of Green’s functions. On the other hand,
it is straightforward to implement such source model to numerical codes for wave propagation
modeling with almost no additional computational burden. Note that some methods combine the
integral approach with stochastic Green’s functions by means of tapering broadband correlated
noise with ω-square spectrum by a low-frequency envelope obtained by the integral approach
(e.g., Pacor et al., 2005).

. The idea of composite models (Hartzell, 1978; Irikura and Kamae, 1994; Zeng et al., 1994; Frankel,
1995; Beresnev and Atkinson, 1997) is based on assumption that the modeled event can be seen
as a discrete sequence of individually-rupturing subevents that are typically treated in the point-
source approximation (Brune, 1970). The source time function of each subsource is characterized
by its spectral shape, corner frequency, seismic moment, etc. Contributions of subevents are
summed in order to get proper seismic moment and spectral shape of the source function corre-
sponding to the whole fault. This approach is often used together with stochastic Green’s func-
tions (e.g., Motazedian and Atkinson, 2005), the empirical Green’s function method (e.g., Irikura
and Kamae, 1994), but synthetic Green’s function can be used as well (e.g., Zeng et al., 1994).

. Hybrid combination of the above approaches are perhaps the most widely used. In particular, the
integral and composite approaches are used for low- and high-frequency bands, respectively, and
then they are combined by means of cross-over �ltering (e.g, Graves and Pitarka, 2010; Irikura
and Miyake, 2010; Gallovič and Brokešová, 2007). However, in some of the methods the integral
and composite models in the hybrid approach are unrelated (e.g, Graves and Pitarka, 2010), which
might lead to sometimes tricky spectral matching in the cross-over frequency zone.

Below I overview two kinematic methods, which were introduced and utilized in broadband ground
motions simulations of past events and also in the ground motion prediction in the papers of this
Thesis (see also Chapter 3). In particular, section 2.3.1 describes so-called Hybrid Integral Composite
(HIC) method of Gallovič and Brokešová (2007) with related low- and high-frequency source models. In
section 2.3.2 I brie�y overview the main properties of the so-called Ruiz Integral Kinematic (RIK) source
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model originally introduced by Ruiz et al. (2013) and tuned in [P18]. The main di�erence between the
various broadband source models is in how they treat the directivity e�ect at high frequencies. Since
the correct approach is still a subject of debate, I devote section 2.3.3 to this issue. Last section 2.3.4
discusses the treatment of the radiation pattern at high frequencies.

2.3.1 Hybrid integral composite (HIC) method

HIC model introduced by Gallovič and Brokešová (2007) is developed for earthquake ground-motion
simulations following ω-squared source model, see Eq. (2.3.1). The modeling technique is based on pre-
vious works by Andrews (1980), Herrero and Bernard (1994), Zeng et al. (1994) andGallovič and Brokešová
(2004). The faulting process is decomposed into slipping on individual, formal, overlapping subsources
of various sizes, distributed randomly along the fault.

The subsources have number-size distribution with fractal dimension D = 2. For simplicity, the
subsources are assumed rectangular with length and width given by integer fractions of the fault length
L and width W , i.e., of sizes lk = L/n and wk = W/n, where the level n = 2 . . . N . For the particular
number-size distribution the number of subsources at level n equals to 2n − 1. The variable size of
subsources is advisable in composite source modeling as it overcomes problems with the de�nition of
the size of the subsources and related de�ciency in radiation at mid frequencies (Irikura and Kamae,
1994). We assume that the subsources radiate Brune source time functions being described by seismic
moment mk

0 and corner frequency fkc with the complex Fourier spectrum

Ωk(f) =
mk

0

(1 + if/fkc )
2 , (2.3.3)

where i is the imaginary unit.
Assuming that slip is proportional to the subsource length (the constant stress drop scaling), the

subsource seismic moment and corner frequency depend on the size of the subsource asmk
0 = c1µl

2
kwk

and fkc = c2vr/lk, respectively, where µ is the shear modulus and vr the rupture velocity. Constant of
proportionality c1 for the seismic moment is such that the sum of seismic moments of all subsources is
equal to the target seismic moment, i.e.

c1 =
M0

µ
∑N

k=1 l
2
kwk

. (2.3.4)

Assuming incoherent summation of the subsource contributions, constant of proportionality c2, related
to corner frequency fkc , is such that the target acceleration power-spectrum plateau matches the plateau
of the sum of the subsource acceleration power spectral plateaus, i.e.,

c1 =
M0F

2
c

µ
√∑N

k=1

(
l2kwk

)2
(vr/lk)

4
=

M0F
2
c

µv2
r

√∑N
k=1w

2
k

. (2.3.5)

Let us point out that although the subsources share the same stress drop, its particular value is
not the same as the target stress drop. This is so because it is theoretically impossible to create a
fully self-similar source model, where both seismic moment and high-frequency plateau of the target
ω-squared spectrum would be �tted by subsources following constant stress drop scaling and having
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ω-squared spectrum (Frankel, 1991). Therefore, the decomposition of the source model into subsources
is to be considered just as a formal representation to introduce a complex ω-squared source radiation.
We emphasize that the important physical feature of our model is that the fractal decomposition of the
source model implies k−2 slip distribution (as demonstrated by Gallovič and Brokešová, 2007 or Ruiz
et al. (2011) and Ruiz et al. (2013)) and, consequently, k−1 stress distribution. The latter spectral fall-o�
was shown to be physically plausible on the basis of theoretical considerations by Andrews (1980).

Since the subsources provide k−2 slip distribution, we can use in the HIC model the same set of
subsources both in the integral (low-frequency) and composite (high-frequency) calculations. Indeed,
at low frequencies we employ the representation theorem assuming the k−2 slip distribution (obtained
by composing subsources slip contributions). At high frequencies, the composite approach, based on
the summation of ground motion contributions from the subsources treated as individual point sources,
is used. In the cross-over frequency range we apply weighted averaging of the real and imaginary parts
of the integral and composite parts of the spectrum.

2.3.2 Ruiz Integral Kinematic (RIK) model

Ruiz et al. (2011) introduced an advanced kinematic model (hereafter denoted as Ruiz Integral Kine-
matic, RIK, model), which can be understood as an extension of the HIC model. The main di�erence is
that the RIK utilizes the representation integral in the whole frequency band (no composite modeling is
needed), while providing ω-squared source spectral decay at high frequencies. The other advantage of
the RIK model is that it does not need any cross-over �ltering required in the hybrid techniques, which
is typically performed ad-hoc. In [P18, 19] we simpli�ed some aspects of the original method for better
e�ciency and introduced several speci�c features required by our particular applications (such as the
depth-dependence of the rupture velocity and randomized rupture velocity).

As in the HIC model, the RIK model is composed of randomly distributed subsources with fractal
number-size distribution with dimension D = 2. In this case the subsources attain circular shape. Un-
like in the HIC model where the subsources are treated as point sources at high frequencies, the RIK
subsources have prescribed kinematic properties (including the rupture propagation) to each of the
subsources individually, and thus each subsource is characterized by its own slip rate functions along
its areal extent. The total slip rates of the RIK model are eventually evaluated on a regular discretiza-
tion grid along the fault by summing up slip rate contributions from all the subsources (following the
representation integral). Therefore, RIK subsources are not treated as extended sources, taking fully
into account rupture propagation along them.

The subsource radii R are integer fractions of the fault width W , i.e. R = W/n. For the particular
number-size distribution, the number of subsources at level n is 2n−1. The subsources are distributed
randomly along the fault. In the scenario modeling we consider uniform distribution, but in the real data
modeling we use slip distribution obtained from inversion of low-frequency data as a spatial probability
density (PDF). The individual subsources have the crack-model slip distributions, i.e.

∆uR ∝
√
R2 − ρ2 if ρ < R; ∆uR = 0 otherwise, (2.3.6)

where ρ is the distance from the subsource center. The constant of proportionality in (2.3.6) is deter-
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mined so that the total seismic moment �ts the prescribed scalar seismic moment of the target eventM0.
As in the HIC model, this fractal decomposition of the source model implies that the slip decays with
k−2 at high wavenumbers k (Ruiz et al., 2007; Gallovič and Brokešová, 2007), which implies physically
plausible k−1 spectral decay of the stress distribution (Andrews, 1980).

The rupture is assumed to propagate in form of a slip pulse of width L0 with the Brune’s pulse
(Brune, 1970) as the slip rate function, which has form equivalent to (2.3.3). If rise time was constant,
the source spectrum would decay as ω-squared only up to the reciprocal of the rise time, decaying then
faster due to the low-pass �ltering e�ect of the slip rate function. To correct for this, Bernard et al.
(1996) introduced the concept of the k-dependent rise time (see also Gallovič and Brokešová, 2004). In
terms of the RIK subsources of various sizes, the rise time is considered to depend on subsource radius
R as

τ(R) = τmax = aL0/vr if 2R > L0; τ(R) = a(2R)/vr otherwise, (2.3.7)

where a is a free parameter (of the order of 1). Rupture speed vr follows the S-wave velocity pro�le,
keeping constant the rupture speed to S-wave velocity ratio, in order to avoid too fast (or even super-
shear) rupture propagation close to the surface and thus enhanced source radiation. The dependence
of the rise time on the subsource radii also implies a positive correlation between the slip and the rise
time as it is observed in dynamic rupture simulations (e.g., Schmedes et al., 2010).

In terms of the rupture propagation, Ruiz et al. (2011) introduced a concept of small- and large-scale
rupture fronts. In particular, each point on subsources with radius R > L0 starts to slip upon arrival
of the macroscopic rupture front from the hypocenter. Contrarily, each smaller subsource has its own
random point, from which a small-scale rupture is initiated after the random point is reached by the
macroscopic rupture front. In other words, rupture time at a given point on the small subsource is a
sum of the arrival time of the macroscopic rupture front to the random point and the time delay corre-
sponding to the small-scale rupture propagation from the random point. This feature has a diminishing
e�ect on the rupture directivity as discussed in the next section.

2.3.3 High-frequency directivity

In case of a unilateral rupture propagating at constant speed, the directivity can be parametrized by
the well-known directivity coe�cient Cd = 1/(1 − α cos θ), where α is the ratio between rupture
and shear wave velocities, and θ is the angle between station position and the direction of rupture
propagation (Ben-Menahem, 1961). While in theoretical models there is an agreement that the corner
frequency is proportional to Cd, the ampli�cation of the high frequency acceleration spectrum behind
the corner frequency is subject of debate. Various models have been proposed, suggesting ampli�cation
by Cnd with di�erent powers n: ω-squared models with single corner frequency (e.g., k−2 model by
Herrero and Bernard, 1994) suggest n = 2, models with two corner frequencies (e.g., the Haskell model
with constant slip and rise time) suggest n = 1. More advanced models with inhomogeneous slip
and rise time distributions (Bernard et al., 1996; Gallovič and Brokešová, 2004; Ruiz et al., 2011) and/or
complex (incoherent) rupture propagation (Zeng et al., 1994; Gallovič and Brokešová, 2007; Ruiz et al.,
2011) provide source radiation with frequency dependent n, typically decreasing from 1-2 to even 0 in
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case of purely stochastic models. As explained further, the decay of n to 0 with increasing frequency is
an implicit feature of the composite models (Zeng et al. 1994; Pitarka et al. 2000; Gallovič and Brokešová
2007; Irikura and Miyake 2010; etc.).

Let us discuss the two above described models, HIC and RIK, in terms of the directivity e�ect. In
the integral part of the HIC model, the source spectral amplitudes above the (frequency dependent)
corner frequency are proportional to C2

d (Gallovič and Brokešová, 2004). Contrarily, the spectral ampli-
tudes of the composite modeling, when the subsources are treated as points sources with no directivity
e�ect, the subsource contributions are summed up incoherently, providing isotropic (C0

d = 1) radia-
tion. In the RIK model the situation is slightly more complicated. The source spectral amplitudes are
proportional to C2

d between roughly the corner frequency and the reciprocal of the maximum rise time
(1/τmax). As discussed by Bernard et al. (1996) and Gallovič and Brokešová (2004), at frequencies larger
than ∼ 1/τmax, the directivity e�ect is reduced to C1

d , while preserving the ω-squared spectral decay.
Introducing the concept of small- and large-scale rupture fronts, where the �rst one propagates from a
randomly chosen points on the subsource, the directivity e�ect is weakened even further.

Unfortunately, observational data do not allow us to easily test various directivity models. Gener-
ally, wave propagation phenomena mask the source directivity e�ect due to complex crustal properties
both along the path and close to the receivers (so-called path and site e�ects, respectively). Observations
of strongly directive large earthquakes are sparse with, moreover, rather poor azimuthal station cover-
age. Well known examples are two recordings of the (predominantly unilateral) Mw 7.3 1993 Landers
earthquake at Lucerne and Joshua Tree stations, which are clearly a�ected by forward and backward
directivity e�ect, respectively. Somerville et al. (1997) pointed out that the strength of the directivity
e�ect diminution with increasing frequency, which they supported also by empirical analysis of more
events. Similar behavior of the frequency dependent directivity e�ect was observed by Day et al. (2008)
in laboratory foam rubber experiments simulating earthquake with unilateral rupture propagation.

In [P1] we compared two common approaches to strong ground motion simulations due to �nite
extent seismic sources: a fully integral with impulse slip rate function and a composite approach. We
showed that the former model provides larger scatter of peak ground acceleration than empirical mod-
els (ground motion prediction equations), which is explained by the overestimated directivity e�ect.
Contrarily, the composite modeling resulted in more realistic scatter. In [P18] I have tested various
strengths of the directivity using the RIK model, showing that the weakest directivity model �ts near-
�eld recordings particularly well (see also section 3.1.6). These results perhaps explain why methods
utilizing composite models at high frequencies are generally very successful in modeling real data of
large magnitude earthquakes.

Nevertheless, the observation of large earthquakes is sparse and the source e�ects are masked by
complex site and path e�ects due to the large source area. Analysis of more abundant small events with
better station coverage is thus appealing. Authors of such studies analyze the source directivity e�ect
on either peak values (Boatwright, 2007) or duration of apparent source time functions (Kane et al., 2013;
Courboulex et al., 2013; Tan and Helmberger , 2010). Chen et al. (2014) considered standard point-source
model by Brune (1970), showing azimuthal variations of its corner frequency. Tan and Helmberger
(2010) found evidence for directivity up to 7Hz for Mw < 5 events in the Big Bear sequence. However,
in those studies the authors do not consider possible frequency dependence of the directivity e�ect.
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In Pacor, Gallovič, et al. (submitted) present clear observations of directivity e�ects for small events
(magnitudes 3-4) utilizing 261 events from the Abruzzo region, Central Italy, composed of mostly af-
tershocks of the Mw 6.3 2009 L’Aquila earthquake. Apparent source spectra of these events revealed
by means of removing path and site e�ects using standard Generalized Inversion Technique (Pacor
et al., 2016) were used to evaluate spectral residuals (di�erences between the apparent source spectra
and their mean) at selected frequencies. Those were investigated in terms of azimuthal and frequency
dependence. Considering only 10 strongly directive events with very good azimuthal coverage, we
observe a remarkable decrease of the directivity ampli�cation at high frequencies (in particular at fre-
quencies greater than roughly ~5 times the corner frequency of the respective event). This suggests
that that the vanishing source directivity e�ect observed in large earthquakes (see above) holds also for
small events, stemming perhaps from the self-similar character of earthquakes.

Note that the directivity e�ect could be weakened also by the wave propagation e�ects, such in
random 3D scattering medium. However, simulations of such e�ects by Imperatori and Mai (2012)
suggest that this e�ect is rather weak. We point out that in our above-mentioned study we observe
very weak distance dependence of the directivity, similarly to Somerville et al. (1997). We demonstrate
that the diminution of the directivity is related to the earthquake source e�ects, since it is observed at
sites located both close and far from the epicenters. Therefore, we rule out the possibility that the path
e�ect would be responsible for the observed directivity e�ect reduction.

2.3.4 Radiation pattern at high frequencies

Broadband ground motion simulations method seem to yield synthetic strong motion seismograms
of realistic appearance in most cases. However, sometimes the synthetics have one component with
amplitude much smaller than the other components, which is not observed in real data. To suppress the
radiation pattern at high frequencies, Zeng and Anderson (1995) suggested prescribing random variation
of the rake angle. In accordance with the studies of non-planar fault radiation by [P2] and [P8], we
assume ±30° random variations of the strike, dip and rake angles of the subsources that are smaller
than one half of the fault dimension when using the HIC model ([P5, 6, 10, 13, 14]). Due to the scaling
of the source time functions of the subsource, the reduction of the radiation pattern is e�cient only
at high frequencies (at high frequencies the subsource wave�eld contribution is proportional to the
subsource size, in contrast to low frequencies, where it is proportional to its third power).

In [P8] we studied the applicability of deterministic strong ground motion simulations at near-
fault distances on the example of the 2004 M6 Park�eld, California, earthquake. Theoretical modeling
under the assumption of a planar rupture and 1D medium shows that, as a consequence of the S-wave
radiation pattern, the particle motion should be almost linear in the fault-normal (F-N) direction, having
fault-parallel (F-P) and vertical (V) components almost zero valued. However, in practice this is not the
case. We numerically investigated this e�ect, considering a non-planar fault, a three-dimensional (3D)
heterogeneity of the medium, and the non-planar Earth’s surface topography. We found that just the
3D velocity model is crucial to obtain realistic estimates of ground motions at near-fault distances, i.e.,
the crustal heterogeneity seems to better explain the observed particle motions than the detailed fault
geometry or surface topography. I note that this problem is rather localized to a narrow vicinity of
faults (so-called fault zones). Indeed, I have not observed such problems in the modeling of the Napa
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earthquake ([P18]) although the event had also strike-slip mechanism, but the nearest stations were
approximately 5km away from the fault.
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Chapter 3

Applications

In addition to synthetic tests, any newly introduced method requires extensive assessment of its per-
formance by means of applications on real data to identify its practical limitations. In particular, slip
inversions are mainly limited by our ability to evaluate Green’s functions correctly, which is compli-
cated by our rather poor knowledge of the Earth structure and also imprecise knowledge of the true
fault plane location and geometry (see section 2.2.2.5). This limits the usable frequency range, which, in
turn, limits the resolution of slip inversions. I emphasize that the “loss of resolution” can be appraised
correctly only by means of synthetic tests as presented in sections 2.2.2.4 and 2.2.4. Only lessons learned
from the synthetic tests may help the interpreter to carefully assess, which of the individual features
of revealed source models are well constrained and which are not.

In the present chapter, I describe in section 3.1 the real-data applications, putting emphasis on the
interesting features of the earthquake source that were revealed when combining selected methods
described in Chapter 2. Section 3.2 is devoted to applications of strong ground motion simulations.
In particular, I discuss scenario modeling, which are of interest for seismic hazard assessment, and
applications to assess the performance of earthquake early warning systems.

3.1 Applications to real events

3.1.1 Overview of events analyzed in the collected publications

The tools developed within the papers of the present Thesis were applied on, in total, 10 earthquakes
with magnitudes ranging from 5.7 to 7.1. The events are shown on maps in Fig. 3.1.1 and listed in Tab.
3.1. The table also brie�y describes which methods were applied to each of the events. I point out that
each event has its own characteristics and brings new lessons when interpreting the revealed source
image in detail.

In the following sections I describe analysis of selected events.

3.1.2 Mw 6.3 2008 Movri Mountain (Greece) earthquake

On June 8, 2008 (12:25 UTC) a Mw 6.3 strike-slip earthquake occurred in the north-western Peloponnese
(Greece) at 20km depth without any clear relation to mapped faults, but as close as 30 km from Patras,
the third major city of Greece (Ganas et al., 2009). Two victims were reported, along with hundreds

35
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Earthquake
Date

Location
[Lat., Long.]

Depth
[km]

Mw References
(Methods)

Athens, Greece
1999/09/07

38.08◦, 23.58◦ 10 5.9 [P1]: SM prediction with
emphasis on directivity
(HIC).

Leonidio, Greece
2008/01/06

37.11◦, 22.75◦ 70 6.2 [P3]: Fault plane
identi�cation (H-C).

Irpinia, Italy
1980/11/23

41.76◦, 15.31◦ 10 6.9 [P5]: SM prediction for
EEW testing (HIC).
[P10]: Modeling of SM data,
GM scenario (HIC).

Gubbio, Italy
1984/04/29

43.23◦, 12.56◦ 6 5.7 [P6]: Modeling of SM data,
variability of GM
parameters (HIC).

Movri Mountain
(Andravida),
Greece
2008/06/08

37.94◦, 21.52◦ 20 6.3 [P7]: Cascade analysis
(IterLSI).
[P9], [P11]: Analysis of slip
inversion uncertainty and
artifacts (IterLSI, TSVD).

Park�eld, USA
2004/09/28

35.82◦, -120.37◦ 8 6.0 [P8]: 3D near-fault GM
modeling.

L’Aquila, Italy
2009/04/06

42.34◦, 13.38◦ 9 6.3 [P12]: Slip inversion
(MuFEx).
[P13]: SM data modeling
(HIC).
[P15]: Slip inversion with
3D GFs (LSI).

Van, Turkey
2011/10/23

38.72◦, 43.41◦ 8 7.1 [P14]: Full cascade analysis
(H-C, MuFEx, HIC)

Cephalonia
doublet, Greece
2014/01/26 and
2014/02/03

38.15◦, 20.39◦

38.27◦, 20.43◦
15
6

6.1
6.0

[P16]: Cascade analysis
(H-C, LSI).

South Napa, USA
2014/08/24

38.22◦, -122.31◦ 10 6.0 [P18]: Slip Inversion (LSI)
and SM data modeling with
emphasis on directivity
(RIK).
[P19]: SM data modeling
and GM scenario
simulations (RIK).

Abbreviations: EEW – Earthquake Early Warning, SM – Strong ground motions, GM – Ground motion, GF –
Green’s function.
Methods: HIC – Hybrid Integral Composite SM model (Gallovič and Brokešová, 2007; Sec. 2.3.1), H-C –
Hypoceter-Centroid collocation method ([P3], Sec. 2.1), MuFEx – Multiple Finite-Extent source inversion
method ([P12], Sec. 2.2.3), IterLSI – Iterative linear slip inversion ([P7], Sec. 2.2.2.1), TSVD – Linear slip
inversion using Truncated singular value decomposition approach ([P11], Sec. 2.2.2.2), LSI – Linear slip
inversion method with prior k−2 covariance function and nonnegativity constraints ([P15], Sec. 2.2.2.3), RIK –
Ruiz Integral Kinematic SM model (Ruiz et al., 2011, [P18], Sec. 2.3.2).

Table 3.1: Events analyzed in publications appended to this habilitation Thesis. For map locations and
focal mechanisms of the events see Fig. 3.1.1. Cascade analysis comprises of hypocenter relocation,
centroid moment tensor inversion, fault plane identi�cation and slip inversion. In addition, the full
cascade analysis includes also modeling of strong ground motion data as the last step.
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Figure 3.1.1: Map view of events analyzed in papers of this Thesis. For more parameters on the events
and methods applied see Tab. 3.1.
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of injuries and extensive damage, mainly in non-reinforced buildings. Although strong earthquakes
are common in western Greece, this event took place in a region free of strong events throughout the
historic observation period. The earthquake was followed by aftershock sequence with an irregular
distribution, composed of at least two clusters.

In [P7] we applied the iterative slip inversion approach (section 2.2.2.1) to reveal the spatio-temporal
evolution of the earthquake rupture process from near-regional data in frequency range (0.01-0.2Hz).
It revealed the predominantly unilateral rupture propagation toward north-east direction, with two or
three main slip patches. One of them was signi�cantly delayed, thus indicating a temporary rupture
arrest. The largest slip coincided with the region of the least abundant (double-di�erence relocated)
aftershocks (almost a gap) located between the hypocenter and centroid. Similar conclusion was drawn
when applying the truncated singular value decomposition (TSVD) in [P11]. Unfortunately, we were
unable to obtain any more details being limited by the near-regional stations.

In [P7] we also noted that the north-east and south-west clusters of aftershocks di�ered in several
aspects. The former group comprised events up to M 4.4, the latter contained only smaller magnitudes
(M < 3.3). Moreover, �rst event of M 3 occurred in the south-western group as late as 13 hours after the
mainshock, while, during the same period, there were more than 30 such events in the northeastern
group. We speculated that the north-eastern aftershocks might have been dynamically boosted by the
predominantly unilateral north-east rupture propagation.

Based on our results among others, Serpetsidaki et al. (2014) speculated that the activated blind
fault belongs to a growing strike-slip fault system driven by a well-developed NNE striking shear zone
within the uppermost mantle, marking at depth the southward propagation of the northern branch of
the North Anatolian fault. They also related the possible immature character of this large crustal fault
with the high variability of focal mechanisms and of fault geometries deduced from aftershock clusters
in the strike direction.

3.1.3 Mw 6.3 2009 L’Aquila (Central Italy) earthquake

On April 6, 2009, at 1:32 GMT, a Mw 6.3 earthquake struck the L’Aquila city, one of the largest urban
centers in the Abruzzo region (central Italy) with about 70,000 inhabitants, causing 308 casualties and
vast destruction in the town and surrounding villages. This event represents the third largest earth-
quake recorded by strong-motion instruments in Italy, namely after the Mw 6.9 1980 Irpinia and the
Mw 6.4 1976 Friuli earthquakes. The earthquake occurred along a NW-SE trending normal fault, ap-
proximately 20 km long, dipping about 45° SW. The hypocenter depth was estimated at 9.5 km, and the
epicenter at less than 5 km SW of the town center (Chiarabba et al., 2009). The earthquake has been
recorded by relatively large number of digital strong-motion stations. Such a dataset is unique in Italy
in terms of number and quality of records, azimuthal coverage and presence of near-fault recordings
(Ameri et al., 2009). Several studies on low-frequency source inversion showed that the rupture followed
a complex pattern with a slip distribution composed by at least two asperities and a variable rupture
velocity over the fault plane possibly including a temporal rupture stop (e.g., Cirella et al., 2012).

The L’Aquila earthquake was recorded by 56 digital strong-motion stations (Ameri et al., 2009)
belonging to the Italian National strong-motion network (RAN). All the records are available in the
Italian Accelerometric Archive (ITACA, http://itaca.mi.ingv.it/). In particular, there are 17 records with

http://itaca.mi.ingv.it/
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Joyner-Boore distances (RJB) smaller than 50 km and �ve records with RJB = 0. Three of these RJB = 0
stations are part of an array deployed in the upper Aterno-river valley (AQG, AQA and AQV) whereas
the other two (i.e., AQK and AQU) are in downtown L’Aquila.

In [P12] we performed slip inversion using the MuFEx source model (see Sec. 2.2.3), using band-
pass �ltered (0.06-0.3 Hz) accelerograms, double integrated to ground displacement time histories. The
high-pass �ltering at 0.06 Hz was applied to avoid of long-period instrumental noise present in the data.
The low-pass �ltering frequency is partially due to the simplicity of the 1D velocity model considered,
limiting the quality of the Green’s functions at higher frequencies.

In the MuFEx model we considered three subsources based on preliminary TSVD slip inversion
(see section 2.2.2.2) and multiple-point source inversion by ISOLA (Sokos and Zahradník, 2008, 2013).
After grid-searching over all parameters of the MuFEx source model (see section 2.2.3) we examined
all models with VR larger or equal to 95% of the best model. We found that the inversion was very
weakly sensitive to the actual rupture velocity inside the subsources, perhaps due to the relatively low
frequency range in the present application. We note that the large uncertainty is the consequence of a
strong trade-o� among parameters, which is hardly detectable in the linear slip inversion approaches
due to overwhelming number of parameters prohibiting to investigate such trade-o�s. In this sense,
a reasonably limited number of the MuFEx parameters is advantageous. In spite of the considerable
uncertainty of the �nite-fault model, there three important features proved stable: i) the shallow as-
perity located up-dip from the hypocenter was reached by the rupture front relatively quickly after the
earthquake origin, ii) the south-east deep slip asperity awas characterized by a large seismic moment,
and iii) the deep asperity was considerably delayed by 3–4 s. We also observed indication for lower
rupture velocity close to the surface.

In [P13] (companion paper to [P12]) we attempted to extend the low-frequency source model to
higher frequencies using the HIC approach (Gallovič and Brokešová, 2007, see also section 2.3.1) to
simulate observed strong ground-motions in a broad frequency range (0.05-10Hz). We constrained the
basic features of the kinematic rupture model according to the low-frequency inversion from [P12]. In
particular, the rupture delay of the southern asperity by approximately 3s was included in the model.
We tested di�erent rupture velocities and set the �nal values in the bottom and top part of the fault
equal to Vr = 3km/s and Vr = 2km/s, respectively. We also added shallow subsurface velocity layers
to the individual stations if available (see section 1.2).

The simulated seismograms match the observed waveforms well both in terms of acceleration and
velocity (see [P13]). Neglecting stations dominated by the site e�ects, the overall results indicate that
the spatial broadband ground-motion variability (both in frequency and time domain) is in the epicen-
tral area controlled by the rupture kinematic properties. We illustrated this in [P13] by performing
simulations, where the individual source features constrained by the low-frequency kinematic inver-
sion were altered to explore their e�ect on the broadband ground motion synthetics. In particular, (i)
the two slip asperities in the rupture model were necessary to explain the ground motion at the clos-
est sites, where two distinct wave groups were clearly visible on recorded waveforms (e.g., AQ_, GSA
stations). (ii) The rupture delay of the southeastern asperity and the along-strike rupture propagation
were essential to reproduce the CLN, GSA and CSO records. (iii) The up-dip rupture propagation cor-
rectly explained the ground motion at the GSA station; tests regarding the e�ect of rupture velocity
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distribution on ground motion at this site showed that the decrease of rupture velocity from 3 to 2 km/s
in the shallow part of fault was required to correctly �t its velocity waveforms (larger rupture velocity
overestimated the observed amplitudes). (4) The near-fault AQ_ records were mainly controlled by
the early phases of the rupture propagation that were responsible for the velocity pulses, which was
also later concluded by Tinti et al. (2014). The southeastern asperity characterized by the larger slip
generated the smaller later arrivals at those stations.

In [P15] we performed a more detailed slip inversion of the 2009 L’Aquila earthquake using the lin-
ear slip inversion technique with prior covariance for slip rate functions and non-negativity constraint
(see Sec. 2.2.2.3). We extended the low-pass �ltering frequency up to 0.5Hz and considered Green’s
functions calculated in the 3D tomographic velocity model by Di Stefano et al. (2011). The accelero-
metric data were supplemented by displacement waveforms from high-rate GPS recordings adopted
from Avallone et al. (2011) including static displacements. Taking into account the lessons learned from
extensive inversion tests described in [P15] and Sec. 2.2.2.5, we interpreted result of the real-data inver-
sion. Besides con�rming the above described complex rupture propagation, we identi�ed also another
interesting feature, where the co-seismic rupture circumvented a patch corresponding to a (later occur-
ring) large afterslip inferred by Gualandi et al. (2014). Nevertheless, we admit that this feature is rather
not well constrained by the inversion. Dynamic modeling of this distinct feature might help to resolve
this issue.

3.1.4 Mw 7.1 2011 Van (Eastern Turkey) earthquake

The Mw 7.1 Van earthquake occurred on 23 October 2011 in eastern Turkey, close to the towns of Van
and Erciş, causing more than 600 casualties and widespread damage. Basic parameters of the earthquake
were reported soon after the earthquake occurrence on websites of the United States Geological Survey
(USGS) and European–Mediterranean Seismological Center (EMSC). The earthquake ruptured a 60–70
km long northeast–southwest fault with a thrust mechanism, which is in agreement with the regional
tectonic stress regime. Preliminary analysis suggested that the rupture was con�ned to the depths of
8-20km ([P14], Konca, 2015).

The only data, which could be utilized in the slip inversion were recorded at near-regional distances
(∼ 100 km) and almost exclusively in a single southwest quadrant. Our analysis of the Van earthquake
in [P14] showed that the uncertainty of its slip model was rather large due to such unfavorable station
distribution. Indeed, as I described in section 2.2.2.4 (see also P[9, 11]), the slip inversion may su�er
from strong artifacts in such cases. In particular, the resulting model could overestimate the rupture
propagation toward the stations. In other words, rupture propagation in the opposite direction and/or
possible up-dip propagation is not well pronounced in the observed data, and thus it cannot be easily
retrieved.

To overcome this at least partially, we adopted the MuFEx source model for the slip inversion (sec-
tion 2.2.3, [P12]), assuming three �nite-extent subsources. The MuFEx inversion ended with a database
of plausible models that varied signi�cantly in terms of all aspects of the rupture propagation. There-
fore, we decided to perform strong ground motion modeling using the HIC approach (section 2.3.1,
Gallovič and Brokešová, 2007) to better constrain the source model by means of modeling the only one
available near-fault station Muradiye in a broad frequency band (0.1–10 Hz). We considered several
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MuFEx models to initiate the HIC model. We showed that the long duration of the closest station,
consisting of 2–3 distinct wave packages in the observed accelerometric record, can be reproduced
only when models with complex rupture propagation (such as a delayed rupture of shallow asperities)
are considered. I point out that such rupture complexity would not be possible to identify from the
near-regional data without the uncertainty analysis performed using the MuFEx source model.

3.1.5 Mw 6 2014 Cephalonia (Greece) earthquake doublet

An earthquake sequence occurred at the Cephalonia Island (Ionian Sea, Greece) in January-February
2014. The sequence started on January 26, 2014 with an Mw 6 and culminated on February 3 to another
Mw 6 event. The island of Cephalonia has been the locus of many catastrophic earthquakes in the past.
The most characteristic example is the 1953 earthquake sequence that devastated Cephalonia, Ithaki
and Zakynthos islands, causing death of more than 450 people. This event was the startup point for the
Hellenic Antiseismic Code whose provisions for the constructions in the Ionian Islands are the strictest
over Greece.

The 2014 Cephalonia earthquake sequence was complicated since it included three large events that
occurred within few days. Earthquake ‘twins’ (doublets), i.e. two large events following each other
within a few days, represent a characteristic complexity feature of the regional seismicity (Lekkas et al.,
1997).

In [P16] we used weak and strong motion waveforms from local and regional stations to constrain
kinematic rupture models of the two major events. In particular, we paid careful attention to the de-
termination and consistency of their hypocenters, centroid moment tensors (location and faulting pa-
rameters), and fault plane geometries. In [P16] we discuss the two largest events not only in terms of
their source properties, but also in terms of the di�culties encountered during their source inversions
due to, especially, the relatively poor data coverage. In particular, for the waveform inversions we used
waveforms from strong motion stations, lying at local distances (within 40km). Only one station for
each event is located very close to the source (DMLN and CHV1 for the 1st and 2nd event, respectively),
see [P16] for more details.

Below I summarize the main results as well as problems met during the interpretation of the earth-
quake recordings. For brevity, I denote the January 26 and February 3 earthquakes as the 1st and 2nd
event, respectively.

. 1st event: The CMT solutions were inferred by the ISOLA software package (Sokos and Zahradník,
2008, 2013), including 3D search for optimal centroid location. The inferred solution agreed well
with those reported by various world agencies. The CMT solution from near-regional seismic
waveforms was thus a good proxy for the fault plane position. We chose the nodal plane striking
at ~20° as the fault plane because it is almost parallel to the nearby Cephalonia Transform Fault.
To further re�ne the source geometry and mechanism, we repeated slip inversions of near-fault
stations (0.05-0.20Hz) assuming variations in both fault location and strike, dip and rake angles.
The optimal fault agreed with the (independently relocated) hypocenter. The slip inversion re-
vealed major slip area covering almost the whole fault with maximum slip situated close to the
nearest (DMLN) station. We point out that such result could be merely an artifact as suggested by
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synthetic tests showing that slip peaks occur preferentially “below” the stations (see the synthetic
tests in [P15] and [P17]). Nevertheless, the maximum slip was only ~6 km NNE from the centroid
position and still within the area of the preferred CMT locations, which can be considered as an
independent observation because the CMT solution did not involve the DMLN station. We noted
that although this earthquake had a relatively large hypocentral depth (10 km), the slip reached
shallow depths, inducing presumably surface ruptures identi�ed by Valkaniotis et al. (2014). The
synthetic seismograms showed good agreement with the observed data (variance reduction 0.83),
but especially the closest station DMLN was not �tted perfectly. Therefore, we cannot exclude
the possibility that the rupture process along the whole fault had a more complex fault geometry
and/or variable focal mechanism. However, inference of such a model is under resolution power
considering the frequency range of the data and the sparse station coverage.

. 2nd event: The grid search over centroid location using ISOLA revealed largely variable CMT
solutions with very low DC percentage (29%). Although the data were �tted almost equally well
as in the case of the 1st event, the spatial variability of CMT and the low-DC solutions near the
best-�tting trial source points issued a warning against any straightforward interpretation. In
such a situation designing a reasonable fault plane for the slip inversion is very di�cult. Indeed,
we performed slip inversions considering various fault planes and mechanisms corresponding to
the MT uncertainty, but the obtained space-time slip distributions were doubtful. Fortunately,
the fault plane of the 2nd event is well constrained by DInSAR data (Merryman Boncori et al.,
2015), suggesting one or two segments with pronounced slip. The larger segment was consistent
with the relocated hypocenter. We performed the slip inversion considering both fault segments
simultaneously using the velocity waveforms at the �ve near stations in the frequency range of
0.05-0.2 Hz. The results showed that the 2nd event could be understood as an almost simultaneous
rupture process on the two fault segments. We also tested slip inversion considering just the
larger segment 1. The rupture propagation was very similar to that obtained along segment 1
in the above mentioned two-segment inversion, while the �t deteriorated only slightly (Figure
S4c, variance reduction 0.70). Therefore, we admitted that it was impossible to strictly prove the
existence of the rupture propagating along segment 2 based on the available data. In any case,
similarly as for the �rst event we speculated that the surface ruptures of Valkaniotis et al. (2014)
were related to the large shallow slip at the larger fault segment.

The di�culties met when interpreting the Cephalonia doublet illustrate how hard is to reveal rupture
source characteristics in some cases. Some of the problems are related to the relatively poor station
coverage. However, this cannot explain the di�culties with identi�cation of the fault geometry of the
2nd event using seismological data only because the quality of the station coverage for the 1st and the
2nd event is rather similar. I point out that this issue is also related to the fact that the moment tensor
solutions, as reported by di�erent agencies, are quite alike for the 1st event, whereas those reported for
the 2nd event vary signi�cantly, exhibiting also large non-DC components.

The �rst obvious possibility how to explain the MT variability is related to a complicated fault
geometry of the 2nd event. However, adding the second segment improved the �t of the DInSAR
data only marginally, leaving the existence of the second segment rather uncertain. As mentioned
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above, even the slip inversion provided similar �t with the recorded seismograms for both the single-
and double-segment fault model. The other possibility is simply related to the source shallow depth.
Based on the analysis of theoretical MT resolvability (Zahradník and Custódio, 2012), in [P16] we show
that shallow hypothetical sources inverted in the same setting (station network, velocity model, same
low-frequency range, etc.) are characterized by much more uncertain MT solution including its DC
percentage than deeper sources. Henry and Das (2002) related this issue to vanishing Green’s functions
related to the Mrθ and Mrφ components of MT at the free surface, which in turn leads to ambiguous
focal mechanisms solutions (see also Bukchin et al., 2010). The same shallow-source e�ect most likely
caused the large variation of the MT agency reports of this event.

To conclude, in [P16] we demonstrate that a remarkable feature of the sequence is that the events
occurred on-land, activating a network of minor mapped faults over the whole Cephalonia Island. This
is independently supported by the rather di�use pattern of the (relocated) aftershocks, not delineating
any single fault structure.

3.1.6 Mw 6 2014 Napa earthquake

The South Napa earthquake occurred on 24 August 2014 at 10:20:44 UTC in California, 6km NW of
American Canyon and 9km SW of Napa, causing one fatality and damaging many older buildings in
the Napa area (Brocher et al., 2015). The earthquake was recorded by 10 stations within 30km distance
from the fault. Basic parameters of the event (location and centroid moment tensor) were inferred
by world agencies and are summarized at, e.g., the U.S. Geological Survey (USGS) website. The event
ruptured the previously recognized West Napa Fault belonging to the San Andreas Fault system.

[P18] presented a slip inversion of the South Napa earthquake utilizing method from [P15] and the
near-fault stations. The inferred source model is in general agreement with other models published
so far (e.g., Dreger et al., 2015; Ji et al., 2015; Melgar et al., 2015; Wei et al., 2015), showing a unilateral
northward rupture propagation towards the city of Napa, having signi�cant asperity at shallow depths
(<5 km) with longer rise times at the place where 40-46cm slip was observed at the surface (Brocher
et al., 2015).

Such a unilateral event is expected to exhibit strong source directivity e�ect, amplifying the ground
motions in the direction of the rupture propagation (northwards) and broadening of velocity pulses es-
pecially at the fault-normal (F-N) components (e.g., Somerville et al., 1997). Interestingly, recordings
of the strong motions at the near-fault stations suggest that the source directivity e�ect is reduced at
higher frequencies. For example, Baltay and Boatwright (2015) analyzed residuals of the South Napa
earthquake observed data with respect to ground-motion prediction equations (GMPEs), showing that
while the residuals of pseudospectral acceleration (PSA) at 3s the residuals exhibit clear ampli�cation
due to the directivity e�ect, those at 0.3s and the peak ground accelerations (PGAs) do not. At mid-
frequencies, the residuals of PSA at 1s and PGVs show indeed a less pronounced directivity e�ect, being
also perhaps overlaid by a fault-zone-guided wave e�ect (Baltay and Boatwright, 2015). Instrumental
intensity ShakeMaps (obtained by interpolating recorded ground motion) do not exhibit clear mani-
festation of the northward source directivity e�ect, being characterized only by elongation due to the
�nite extent of the fault. I emphasize that this in contradiction with the classical source directivity mod-
els that predict ampli�cation of the motion up to 5-10 times at all frequencies larger than the corner
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frequency (see section 2.3.3), which is de�nitely not observed for this particular event. Although wave
propagation e�ects could have contributed to some extent to the ampli�cation of the ground shaking
south from the event (e.g., station NHC is situated in deeper sediments than N019B), it is very likely
that also the source e�ect had to contribute in the almost full ‘removal’ of the directivity e�ect at high
frequencies. Since the event was recorded by such relatively large number of stations with very good
azimuthal coverage, it is a unique opportunity to test source models with various directivity strengths.

In [P18] we used the RIK source model (section 2.3.2) to simulate ground motions at all the receiver
sites. For the wave propagation modeling I use a modi�cation of the 1-D layered velocity model GIL7
(Stidham et al., 1999), with two additional layers with subsurface velocity representing soft-rock site
properties. Full wave�eld 1D Green’s functions (GFs) were calculated using the discrete wavenumber
technique; no stochastic GFs were used throughout the whole study (see section 1.2).

The advantage of the RIK model is that it has adjustable strength of the directivity e�ect including
its frequency dependence by considering the rupture propagation more (or less) coherent (see section
2.3.2). In particular, I considered three models with weak, moderate and strong directivity e�ects. The
�rst two models are characterized by decreasing strength of the directivity e�ect with increasing fre-
quency. The weak directivity model includes the stochastic rupture propagation at small scales, which
decreases the coherency of the rupture front and thus e�ectively weakens the high-frequency direc-
tivity e�ect. The weak and moderate directivity models are shown to best �t the observed velocity
waveforms both in the temporal domain (Figure 4) including the peak values (Figure 5b) and in terms
of the response spectra (Figure 6). Those two models explain the observed data with both the smallest
modeling bias and modeling variance (variability of the bias over stations). This is particularly impor-
tant since any mismodeling of the directivity e�ect of this unilateral event would introduce a systematic
azimuthally dependent variability in the modeling bias, thus increasing the modeling variance. In this
sense, the weak directivity model �tted the data slightly better than the moderate directivity model.
Due to the very large modeling variance the strong directivity model can be considered as unrealistic
with con�dence.

3.2 Ground motion prediction for future events

3.2.1 Scenario simulations

Any simulation method requires speci�cations of source parameters, most of which are generally un-
known a-priori. For example, kinematic �nite-extent source models (see sections 2.3.1, 2.3.2) require
the speci�cation of parameters describing the rupture evolution, such a nucleation point position, rup-
ture velocity, shapes of slip-rate functions, etc. These parameters are sought when one is interested in
reproducing strong-motion records associated with an occurred earthquake (section 3.1). On the con-
trary, for seismic hazard assessment the parameters describing the rupture evolution need to be varied
in order to produce a large number of scenario events. This approach is supported by the fact that it is
not possible to predict which rupture scenario will occur on a seismogenic fault. In this way, various
possible rupture processes, occurring on the same fault, are simulated and synthetic seismograms for
each of them are computed.

One of the key ingredients in seismic hazard assessment is the prediction of ground-motion pa-
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rameters, assuming occurrence of speci�c earthquakes. This goal may be easily pursued using ground-
motion prediction equations (GMPEs) that provide the probability distribution of earthquake ground
motion at a given site as a function of several basic parameters, such as magnitude, distance, site con-
dition, fault mechanism, etc. Although they are retrieved through the analysis of recorded strong mo-
tion data, the GMPEs account only for the average characteristics of the earthquake source and wave-
propagation processes. In general, at distances comparable with the fault dimensions, the complexity
and heterogeneity of the source rupture process strongly in�uence the ground motion, especially in
the case of moderate-to-large earthquakes (e.g., Archuleta and Hartzell, 1981, [P13, 18]). Such features
are crudely accounted for by GMPEs due to the simplistic source parameterization adopted in their
functional forms, and to the paucity of strong-motion data recorded at near-source distances for large
magnitudes. An alternative approach to predict earthquake ground motions is represented by the strong
ground motion simulations of synthetic accelerograms.

Many scenarios for engineering use were calculated by the HIC method by Gallovič and Brokešová
(2007), see also section 2.3.1. For example, in [P6] we investigated the M5.7 1984 Gubbio, Italy, earth-
quake by this technique, comparing results with independent method of Pacor et al. (2005). In [P10] we
compared three ground-motion simulation techniques including the HIC technique and investigated
their performances in near-fault strong-motion modeling. The test case focused on the Mw 6.9 1980
Irpinia, Italy, earthquake, which occurred in the Potenza urban area. Important engineering parameters
were analyzed, such as PGA, PGV and spectral accelerations including their variability. The seismo-
grams generated in [P10] were later used by Chiauzzi et al. (2012) to estimate the damage levels of the
residential buildings located in the urban area of Potenza.

In [P19] I extended the real data modeling of the 2014 Mw 6.0 South Napa, California, earthquake
([P18]) by performing scenario simulations for this event. I considered random variations of the rupture
speed following k−1 distribution instead of a constant rupture velocity. Considering a nucleation point,
the rupture times were calculated using the solver of the eikonal equation by Podvin and Lecomte (1991).
To estimate the ground-motion variability due to the a-priori unknown rupture scenario, I assumed the
following variations of the source parameters: two mean rupture speeds, six positions of the nucleation
point on the fault and six slip distributions, i.e. 72 rupture scenarios in total. For the wave propagation
modeling I used a modi�cation of the 1-D layered velocity model GIL7 (Stidham et al., 1999), with two
additional layers with subsurface velocity representing soft-rock site properties. Full wave�eld Green’s
functions (GFs) were calculated using the discrete wavenumber technique in the complete frequency
range (see section 1.2).

The resulting Napa-earthquake-like scenario seismograms were explored in terms of PGV and PGA
values. The synthetics agree well with the existing ground motion prediction equations (GMPEs) by
Boore et al. (2014). I also explored the spatial distribution of the simulated PGV and PGA values in
terms of their mean and standard deviations (in natural log units). The mean values have elongated
shape following the geometry of the fault. In the along strike direction at larger distances the mean
values are larger than in the perpendicular direction. Similarly, the standard deviation (also called
single-station between-event sigma) have also spatially inhomogeneous distributions. Indeed, the cor-
responding maps have fan-like shape with the largest values located in the along the directions of the
fault. This is due to the directivity e�ect, which is mostly pronounced in the along-fault direction.
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Therefore, the variability is lowest in the directions perpendicular to the fault, where the ground mo-
tions are not much a�ected by the direction, in which the rupture front propagates.

In the scenario simulations of [P19] single-station between-event standard deviations range from
0.35 to 1.1 with root-mean-square value (over all stations) of 0.7, which is larger than the between-event
standard deviations of GMPEs (0.35). I note that the standard GMPEs take into account only the distance
dependence of the observed motion, and thus do not capture the systematic azimuthal dependence of
the ground motion variability as suggested by the simulations. The simulations will help to introduce
new types of functional forms of GMPEs that would take into account the ground motion variability
due to the source e�ect.

3.2.2 Constraining the nucleation point of aftershocks using the rate-and-state fric-
tion law

As mentioned above in sections 3.2.1 and 2.3.3, the directivity e�ect plays an important role in the
strong ground motion simulations. Therefore, prior knowledge of the nucleation point location would
decrease considerably the uncertainty of ground motion predictions, which would be, in turn, important
in seismic hazard analysis. In [P4] I have analyzed whether such a constrain cannot be earned in the
case of aftershock prediction by means of calculations of Coulomb stress (CS) changes, which are used
to assess places of increased aftershock probabilities after strong events (e.g., Stein et al., 1997; Stein,
1999; Steacy et al., 2005).

In [P4] the problem of stress loading was addressed using a 3D fault model with rate-and-state
friction (Dieterich, 1979). I tested how the 3D fault behavior is modi�ed under homogeneous or hetero-
geneous (i.e. non-constant along the fault) Coulomb stress load. In agreement with the 2D modeling
by Perfettini et al. (2003) I found that the Coulomb stress increase may lead to both advanced or even
delayed earthquake occurrence. The new �nding of [P4] is that if the earthquake is triggered relatively
soon after the loading (within months), the nucleation point position is located within the Coulomb
stress load zone. Later on, the stress becomes redistributed along the fault in such a way that the
nucleation point may appear anywhere on the fault, even outside of the loaded area.

Simulations in [P4] thus suggest that the rate-and-state fault model can help in constraining the
aftershock hazard calculations. Let us assume that a strong earthquake occurred, causing Coulomb
stress increase on some part of a nearby active fault. One may expect that within the next two months
the nucleation point will be located in the strike extent of the CS increase area, independently on the
CS load amplitude. Such constraint may signi�cantly modify the (time-dependent) hazard maps due to,
e.g., pronounced directivity e�ect. After this ‘favorable’ period of the two months, the anticipated fault
will produce an earthquake later, but in this case it can nucleate anywhere. Nevertheless, I emphasize
that these results must be considered as exploratory and suggestive to seek evidences in real triggering
sequences. Unfortunately, such analysis has not yet been performed and thus this issue remains open.

3.2.3 Assessing the performance of Earthquake Early Warning System (EEWS)

In [P5] we used synthetic ground motion scenarios calculated by the HIC approach to test the per-
formance of an EEWS in the Irpinia region of southern Italy. The deployment of the seismic network
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ISNet started in 2005 with the aim to implement a regional EEWS for Civil Protection purposes. The
ISNet network and the implemented EEWS methods are described by Satriano et al. (2011). In partic-
ular, the so-called PRESTo methodology utilizes an evolutionary algorithm for estimating the location
and magnitude of an on-going event.

In general, methodologies for earthquake early warning assume a point source model of the earth-
quake and thus isotropic wave amplitude attenuation. Indeed, early portions of the P- and S-wave
signals are used to estimate the earthquake location and magnitude and to predict ground motions us-
ing a isotropic GMPEs. To test an EEWS the best approach would be to use recordings of past strong
earthquakes acquired at the stations and investigate the system capabilities to estimate the source pa-
rameters and to predict the peak motion at distant sites through an o�-line analysis. This was not
possible in southern Apennines due to the recent implementation of our EEWS and to the relatively
low seismicity rate in the moderate to large magnitude range (M > 6). Therefore, in [P5] we adopted a
di�erent strategy utilizing synthetic seismograms simulated at the ISNet stations for a large number of
M 6.9 and 6.0 earthquake scenarios, with events occurring inside and at the border of the network. The
main purpose of the study was to investigate the e�ects of a complex rupture process for moderate to
large earthquakes on real-time measurements and early warning methodologies.

The EEWS performance is evaluated through E�ective Lead-Time (ELT), and Probability of Predic-
tion Error (PPE) evaluated at a regional scale. The former was de�ned as the time interval between the
arrival of �rst S-wave and the time at which the location and magnitude estimations stabilizes, while
the latter provides a measure of the PGV prediction error at a regional scale. The ELT evaluated in [P5]
is almost isotropically distributed with weak azimuthal anomalies, mainly controlled by the focal mech-
anism and directivity. The areal distribution of PPE is instead strongly heterogeneous, showing that
systematic errors in the predictions may occur for sites located in or close to the S-wave nodal planes,
where observations are generally overestimated. We note that directivity e�ects are still present at the
borders of the faults, although only half of the scenarios are on average directive, while the other half
are anti-directive. The results thus indicate that the capability of the EEWS to accurately predict the
observed peak ground motion strongly depends on distance and azimuth from the fault. This might
be improved if the distance de�nition used for early warning was substituted by the fault distance as a
better representation of the distance.

Assuming that the latency of telemetry is constant, we found negative ELTs inside the network,
suggesting that the real-time characterization of the on-going event requires acquirement of enough
data, preventing from issuing warning before the S-waves arrival in this area. For the densely populated
Naples urban area, ELT ranges between 8s and 16s, and PPE between 50% and 60%. This indicates
that some mitigation actions could be e�ectively initiated before S-waves reach potential targets. The
uncertainty of the PGV prediction is similar to that of the GMPEs.
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Chapter 4

Conclusions

In the papers of this Thesis I introduced or contributed to introduction of several methods for earth-
quake source forward and inverse modeling. The methods range from low-frequency (0.05-0.5 Hz) slip
inversions to broadband (0-10 Hz) strong ground motion modeling. In particular, the proposed slip
inversion methods were tested on synthetic tests in realistic setting to mimic real data applications.
Both the slip inversion methods and the broadband simulation methods were applied to recordings of
crustal earthquakes with magnitudes 6-7, which occurred worldwide. The strong ground motion mod-
eling was also used for earthquake scenario simulations and testing of the Earthquake Early Warning
System in the Irpinia region (southern Italy).

Our slip inversion studies suggest that synthetic testing should be broad and should be performed
in parallel with real data applications. Indeed, slip inversions are jeopardized by our inability to model
correctly Green’s functions due to imperfect knowledge of the velocity structure and the geometry of
the fault. This generally limits the usable frequency range of the data and makes it necessary to apply
regularization constraints in the inverse process. In particular, the commonly used spatial smoothing
was shown in our papers to be able to introduce persisting artifacts in the inferred models especially
if the data coverage is not perfect (larger distances, incomplete azimuthal coverage). Indeed, seri-
ous problems were met when interpreting events with insu�cient station coverage (see, e.g., the Van,
Cephalonia, Movri Mountain earthquakes). The possible artifacts include false strong asperity or ex-
aggerated rupture propagation towards some station(s). We introduced ways how to overcome such
issues (see, e.g., the MuFEx source model). Nevertheless, still the resulting source features exhibit large
uncertainty due to the strong non-uniques of the inverse solution.

Contrarily, in case of well recorded earthquakes (see, e.g., the Napa and L’Aquila earthquakes) when
stations lay very close to the fault and/or even above the fault plane, the slip inversions can reveal more
constrained details of the source processes. Nonetheless, even in such cases it is important to keep in
mind lessons learned from synthetic tests when interpreting the inferred source images in terms of
rupture complexity. It should be also noted that, interestingly, in our applications we did not observe
that a 3D model would considerably improve the inversions. Perhaps the models used so far are still
not well constrained for such applications. Determination of more realistic velocity models suitable for
slip inversions thus represent a challenging task for the future.

Results of real data applications were carefully interpreted in terms of earthquake source properties.
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We identi�ed several interesting features of the sources that document complexity of real earthquake
ruptures. For example, in case of the L’Aquila earthquake when we combined accelerometric and high-
rate GPS data including static displacements recorded just above the fault, the inferred model suggested
that, after the initial fast up-dip propagation of the co-seismic rupture, it seemed to circumvent a patch
of large afterslip in the along-strike direction. As for the Napa earthquake, we observed in accord with
other studies that the event propagated to shallow depths and unilaterally northwards.

The strong ground motion modeling methods utilized in the papers of this Thesis represent vital
approaches to model observed data in broad frequency range. Indeed, if some general source process
characteristics are known a-priori from a preceding slip inversion, the broadband source model can be
adjusted to replicate main characteristics of the recordings in both time and frequency domains (if site
e�ects are nor very strong). This was demonstrated mainly on the two well-recorded events, L’Aquila
and Napa. In particular, we succeeded to reproduce velocity waveforms of the Napa earthquake using
a model with frequency-dependent directivity e�ect, where the best-�tting model yielded weakening
directivity ampli�cation with increasing frequency. Interestingly, such diminution of the directivity
e�ect has been also observed independently in the low-magnitude events in the paper by Pacor, Gallovič,
et al. (submitted), supporting thus the idea of self-similarity of rupture behavior between large and small
events.

Validated broadband ground motion simulations methods can be utilized for earthquake scenario
simulations to estimate ground motions including their variability due to an a-priori unknown rupture
process of a future event for seismic hazard assessment. In our applications we analyzed predicted
uncertainties, showing that without any prior information on the rupture process (except for the fault
position and mechanism), the simulated ground motion variability is comparable to (or even larger than)
the empirical one derived from ground motion prediction equations (GMPEs). Nevertheless, such simu-
lations are still important especially at distances smaller than the fault dimensions where the complexity
and heterogeneity of the source rupture process strongly in�uence the ground motions. Indeed, such
features are crudely accounted for by GMPEs due to the simplistic source parameterization adopted in
their functional forms, and to the paucity of strong-motion data recorded at near-source distances for
large magnitudes. At larger distances the simulations will help to introduce new types of functional
forms of GMPEs taking into account the spatial (mainly azimuthal) ground motion variability due to
the source e�ects. For such purpose, however, the ground motion models must be carefully validated
by means of modeling more real earthquake data. In that case, the simulations could also estimate
realistic limits of extreme ground motions close to earthquake ruptures. The ground motion modeling
could also provide a series of synthetics for dynamic analysis of engineering structures.

There are many directions in which the research presented in this Thesis will continue. To name
a few, we need to implement more objective estimations of inversion uncertainties based on estimated
uncertainty of Green’s functions using a fully Bayesian approach (e.g., Yagi and Fukahata, 2011; Duputel
et al., 2012, 2015). This approach should include also objective determination of stations weights and
appropriate testing both on synthetic and real data. In the framework of Source Inversion Validation
benchmarks we will develop an ultimate slip inversion test, which will mimic a possible scenario on a
blind fault beneath Los Angeles and will involve complex fault geometry (multiple segments), rupture
evolution and random velocity model perturbations for an ultimate quasi-realistic setting. We also need
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to test and perhaps adapt our broadband source models to simulate M>7 earthquakes including those
happening on subduction zone megathrust faults. Regarding the latter, such source models will have
to take into account the observed depth-dependent rupture characteristics observed for the subduction
earthquakes (e.g., Lay et al., 2012). Challenging is also adaptation of the forward and inverse modeling
methods for real-time applications.

To conclude, the methods for earthquake source analysis developed and applied in the papers of
this Thesis complement those already utilized at my home institution, the Department of Geophysics,
Faculty of Mathematics and Physics at Charles University in Prague. Altogether the tools range from
earthquake location, centroid moment tensor determination, fault identi�cation, and slip inversion to
broadband ground motion simulations. In my view, mastering and developing such broad suite of
tools at our department is rather uncommon worldwide. It allows us to e�ciently analyze data from
signi�cant earthquakes, putting emphasis on events in Greece where the department maintains stations
with broadband, strong-motion and GNSS instruments. To me it is a challenge for the future to further
extend our abilities in order to gain better understanding of earthquakes and their tectonic context.
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performed using my own codes.

I performed the broadband kinematic source simulations and contributed to discussions of the re-
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Fig. 1. a) Map of Cephalonia Island showing focal mechanisms of post-1966 earthquakes with Mw N 6 (beach-balls) and mapped faults on-shore (Lekkas et al., 2001); the Cephalonia
Transform Fault (CTF) zone is highlighted, and black contours denote the sea bathymetry. b) Relocated epicenters of the two major events: the black star denotes the epicenter of the
1st event on Jan 26, 2014 and the black diamond denotes the epicenter of the 2nd event on Feb 3, 2014. For comparison we have included the relocated epicenters for the 1st (gray
star) and 2nd (gray diamond) events reported in Karastathis et al. (2015). The CMT solutions for the two events, as calculated here and as reported in GCMT catalog are also shown
(beach-balls marked accordingly). The relocated aftershocks (yellow circles) are scaled proportionally to their magnitude.
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Ionian Islands (Louvari et al., 1999; Scordilis et al., 1985) and is rather
described as a ramp in the bathymetry (Shaw and Jackson, 2010). Two
branches were identi�ed along CTF � the Cephalonia segment in the
south, where the typical focal mechanisms have parameters: strike
38°, dip 63° and rake 172°, and the Lefkada segment in the north
with: strike 14°, dip 65° and rake 167° (Louvari et al., 1999 and refer-
ences therein). The strike-slip motions, often combined with a thrust
component, are not con�ned along the CTF only. On the contrary, a
broad zone, ~100 km wide, up to the western Peloponnese is character-
ized by strike-slip motions (Kiratzi, 2014; Louvari et al., 1999; Shaw and
Jackson, 2010). The available fault databases include a few strike-slip
fault segments offshore Cephalonia (Caputo et al., 2012), and a network
of mapped faults onshore (Lekkas et al., 2001).

Below we brie�y review the knowledge that has been accumulated
so far. Prior to the 2014 sequence, a change in the long-term deforma-
tion of the Cephalonia Island was geodetically detected. It started in
~2003 and until 2010 the western peninsula of the Cephalonia Island
(Paliki Peninsula, Fig. 1a) was uplifting at a rate of 1 cm/yr in an abrupt
contrast with the subsidence of the rest of the Cephalonia Island (Lagios
et al., 2012). Karakostas et al. (2014) relocated the sequence and con-
cluded that the two major shocks were related to two adjacent fault seg-
ments, striking almost N�S and dipping to the east. Karastathis et al.
(2015) relocated the sequence using the equal differential time and
probabilistic non-linear approaches, accounting for the effects of the lat-
erally varying crustal structure. They showed that the January 26 and
February 3 events could be related with fault planes dipping to east
and west, respectively. Papadopoulos et al. (2014) made a preliminary
comprehensive analysis of the 2014 sequence. Their results support
predominantly downward and upward rupture propagation for the
January 26 and February 3 events, respectively. They concluded that
the 2014 sequence ruptured a fault segment which is the SSW-wards
continuation of the Lefkada segment as this was de�ned in Louvari
et al. (1999).

Valkaniotis et al. (2014) analyzed geological effects, such as liquefac-
tion, rock falls, and landslides, concluding that primary (co-seismic)
fault surface ruptures were most probably not produced. The abundant
surface cracks with cm-size offsets in the northern part of the Paliki
Peninsula, ~38.29°N, were interpreted as due to close proximity of the
ruptured fault to the earth surface (with unclear relation to either of
the events). Boncori et al. (2015) inferred static ground displacements
related to the event of 3 February from InSAR images. Their results
were better modeled by a two-segment fault for this event.

Here we use weak and strong motion waveforms from local and
regional stations to constrain kinematic rupture models of the two
major events. For brevity, hereafter we refer to the January 26 and
February 3 earthquakes as the 1st and 2nd event, respectively. In partic-
ular, we pay careful attention to the determination and consistency of
their hypocenters, centroid moment tensors (location and faulting pa-
rameters), and fault plane geometries. We discuss the two events not
only in terms of their source properties, but also in terms of the
dif�culties encountered during their source inversions. In this context,
we discuss why the moment tensor solutions, as reported by different
agencies, are quite similar for the 1st event, whereas those reported
for the 2nd event vary signi�cantly and include large non-double-
couple components.

The paper is structured as follows: the data and methods used are
brie�y described; observed data of 1st and 2nd event are investigated,
each following a hierarchic scheme (starting from the hypocenter loca-
tion and calculation of the centroid moment tensor, continuing with
speci�cation of fault plane, ending with slip inversion). Finally, the
two events are compared to each other, and to aftershocks, and they
are collectively discussed in terms of the local stress �eld and seismic
hazard.

2. Data and methods

Broad-band waveforms were retrieved from the Hellenic Uni�ed
Seismic Network (HUSN). We adopted the manual P and S phase picks
from the Geodynamics Institute of the National Observatory of Athens
and added manual picks from available local strong motion stations
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